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During the past years, various activities and concepts have shaped and prepared the path for the development of urban environments towards smart cities across the world. One of the initial activities was relating to the opening of vast amounts of data from various public administrations and utility companies within a city, in order to create a viable eco-system of urban services and applications. Thereby, the harvested metadata needed to be verified in terms of correctness and a corresponding level of quality had to be assured. In addition, the concept of an Open Urban Platform emerged as an overall solution for smart cities ICT in the sense that an abstract reference model was established and standardized, providing an overall picture of the ICT structures within a city. Within this paper, we use the Open Urban Platform concept as the basics to describe and map our activities within the Open Data domain focusing mainly on the Open Data prototype for German Open Governmental Data – namely GovData.DE. Thereby, we describe our metadata harvesting and metadata quality assurance approach and discuss on lessons learned which flow into the definition of metadata quality metrics and have the potential to lead to a corresponding standard within the DIN German national standardization.
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1 INTRODUCTION

Smart Cities are currently emerging as one of the pillars of our future digitalized world. Indeed, it took a couple of years to develop various concepts and approaches towards the structured creation and establishment of an urban ICT eco-system, and it must be stated that still many cities do not follow a holistically organized and sustainable design to the development of their Smart City ICT environments. Very often cities across the world allow service and application providers to simply deploy their products and achieve revenue without contributing to a viable overall eco-system. This creates additional silos based on the customer segments these providers have managed to reach and does not foster the involvement of multiple stakeholders and their interplay, interoperability and information/data exchange within an urban...
environment. A feasible approach to supporting the development of eco-systems is to follow the path of system openness in its various dimensions.

One possible track which has been pushed for a lot by research, academia and public institutions during the past years is constituted by the idea of Open Data. Nevertheless, Smart Cities – when it comes to breaking silos, exploiting synergies, and fostering collaboration - have been and are currently emerging around the data that is gathered and made available within an urban environment. In this line of thought, many research and deployment projects have been financed to study and establish Open Data portals and publishing processes across different cities [1][2], countries [3][4] and continents [5]. Ideally, Open Data would be embedded in a more complex open eco-system encompassing and providing a framework for various dimensions of openness such as open standards, open interfaces and open source, thereby allowing for highly scalable integrative systems for urban ICT enabling Smart City applications and services. Reference architectures for such an open eco-system are given by approaches like the EIP SCC results [12], the H2020 Triangulum reference architecture [8][9], the reference architecture of H2020 Espresso [7][10] as well as the proposition for an Urban Data Space (UDS) [14][15][16] as worked out in recent Fraunhofer studies and publications.

In the current paper, we embed our experience on the development and operation of Open Data platforms into an Open Urban Platform, which was initially defined on European level within the EIP SCC\(^2\) [11][12] and further adapted to the needs of the German market in the scope of DIN SPEC 91357 Open Urban Platform [13]. Thereby, we focus on one of the main problems when dealing with a large scale collection of public data, namely the quality of the gathered, refined and offered (to the public) metadata. The metadata can describe different datasets and data streams (e.g. from IoT networks) which are openly available, harvested and catalogued within metadata catalogues such as CKAN [17], Piveu [25] or Socrata [24]. Thus, we describe our practical experiences on the automated harvesting and quality assurance for metadata within one of the large scale Open Data prototypes of the past years – the GovData.DE portal which was prototyped and operated by Fraunhofer FOKUS in its pre-production phase. The metadata quality is guaranteed by various monitoring tools and an overall established process leading to the regular interaction with the metadata providers - i.e. public institutions harvested by GovData.DE. The platform and its harvesting components are mapped to the DIN SPEC 91357 OUP blueprint of an urban ICT eco-system and operated based on sustainable design principles avoiding vendor lock-in and enabling the creation of an integrative eco-system consisting of academia, SMEs, industry and open source projects.

More specifically, we show how we solved the problem of “How to guarantee the metadata quality within Open Urban Platforms?” within the development and subsequent operation of the prototype of the German Governmental Open Data platform (govdata.de). The technical contribution is given by the implementation of an efficient metadata harvesting processes within this data platform, thereby realizing a set of guidelines that were systematically discussed and derived with the responsible public servants playing the role of data providers.

The rest of this paper is organized as follows: Section 2 presents the ideas of Open Urban Platforms and focusses on EIP SCC and DIN 91357 thereby explaining the various dimensions of openness which are of particular interest. Section 3 describes the metadata harvesting process.

---

\(^2\)EIP SCC stands for European Partnership Smart Cities and Communities: [https://eu-smartcities.eu/](https://eu-smartcities.eu/)
2 OPEN URBAN PLATFORMS

The paragraphs below introduce and elucidate on the concept of Open Urban Platforms, which has emerged across Europe during the past years and constitutes a viable blueprint for building and structuring a Smart City ICT.

2.1 The Need for Open Urban Platforms

Open Urban Platforms have emerged during the past years as a high level concept for providing design principles for ICT infrastructures in Smart Cities. Thereby, a large number of aspects of vital importance for urban ICT are captured within the OUP concept as defined within EIP SCC [12] and DIN 91357 “Reference Architecture Model Open Urban Platform (OUP)” [13], being the corresponding German national standard. These vital aspects are constituted by (1) the definition of an abstract blueprint for ICT in Smart Cities, (2) the requirement for the utilization of open standards and (3) the need for the increased utilization of open interfaces based on such open standards towards the (4) creation of urban ICT eco-systems based on (5) interoperability and (6) avoiding vendor lock-in. The open standards are expected to originate from within different standardization bodies such as ISO, DIN, ETSI, IETF etc. The topic of vendor lock-in avoidance is of particular importance for future sustainable Smart Cities by establishing means for preventing the dependence of one vendor or service provider and allowing for the creation of a viable eco-system consisting of industry, local SMEs, academia and other ICT related stakeholders. Hence, similarly to the established reference models from the Internet and telecom domains (such as ISO/OSI [26] and TCP/IP [27]) an Open Urban Platform must enable the integrative creation of concepts and Smart City solutions thereby providing and describing the basic and abstract ICT structure.

Fraunhofer FOKUS together with other partners on European level has conducted substantial research during the last years towards the definition of an abstract and holistic open urban platform and reference architecture for ICT in Smart Cities. The research includes a large number of interviews conducted in many European cities (e.g. Manchester, Eindhoven, Stavanger, Sabadell, Leipzig, Prague, Emden ...) towards capturing the status regarding the legacy/traditional deployed systems and identifying the needs which emerge when establishing an ICT infrastructure in an urban context.

2.2 Standardized Open Urban Platform

In order to address the above needs, the European Innovation Partnership on Smart Cities and Communities (EIP SCC) [11] set up a corresponding work stream in 2015 towards defining an ICT reference architecture for Smart Cities in Europe. The resulting document [12] has defined the basic structure, which can be instantiated by concrete technical architectures within a city. As
discussed above, this basic structure allows intrinsically for the creation of an eco-system (including large-scale industry, SMEs, academia and open source initiatives) based on the integration of single solutions into complex service architectures targeting the need of the citizens and the public administration in general. The integrative approach based on the utilization of open interfaces - building on open industrial and community standards - allows for increased interoperability involving the different stakeholders and avoiding vendor lock-in because of applying the EIP SCC principles.

The European level EIP SCC document was adapted to the needs of the German Smart City market based on expert discussions within a DIN\(^2\) specification work group including different German municipalities and industrial partners. The DIN OUP and EIP SCC key architectural illustration is provided in Figure 1 showing the structural ICT layers for concrete instantiations of technical architectures within a Smart City. The belonging documents [12] [13] contain a much more in-depth description of the layers, capabilities and design principles to be applied in modern ICT urban infrastructures, thus providing a full set of guidelines for developers, architects and municipal decision makers.

---

\(^2\) DIN stands for Deutsches Institut für Normung e.V. (in English, German Institute for Standardisation)
2.3 Open Systems in an Urban Context

Based on the above-introduced urban ICT reference architecture, a city can establish and integrate large-scale open ICT eco-systems. Thereby, the establishment of an open system is vital for the sustainable development of a Smart City. In that line of thought, a suitable understanding of the term Open System is required. We stick to a very generic definition as provided by the Oxford Dictionary of Computer Science establishing an Open System as “any system in which the components conform to non-proprietary standards rather than to the standards of a specific supplier of hardware or software” [29]. Hence, an open system is non-proprietary in terms of its implementation based on open accessible standards and communicates over open interfaces, which function based on standards that openly describe the belonging communication protocol/format and allow for an integrative approach towards the establishment of Smart City architectures avoiding vendor lock-in.

A further key aspect of openness of particular relevance for Smart Cities is given by the Open Data concept being at the heart of many Smart City projects for around a decade so far. Thereby, the definition provided within the above-discussed DIN OUP SPEC [13] is considered by us a straightforward and pragmatic one stating that Open Data encompasses “datasets provided by public authorities and public enterprises to the general public” [13]. Further definitions – as for example provided by [30] – involve more details like the property of data to be easily processable by machines/programs, the timeliness of the published data, and the licences under which the data has been made available to the public.

Another aspect of openness - which can/should be considered within the scope of Open Systems in urban environments - is constituted by the utilization of Open Source components for the creation of Smart City eco-systems. Open Source is mainly characterized by aspects such as free source code, free distribution, free possibility for modifications and free for the creation of derived works [58]. In addition, the Open Source components should be made available under corresponding licenses, which enable the free usage and further development of the code [58]. In general, the utilization of Open Source should be considered a viable path for the establishment of open urban ICT eco-systems thereby enabling the interoperability of the ICT modules and facilitating the avoidance of vendor lock-in.

Naturally, Open Systems in an urban context should be established within an Open Urban Platform (OUP) as the one presented in the paragraphs above and standardized in the scope of DIN and EIP SCC.

3 METADATA HARVESTING

Having discussed Open Urban Platforms and openness as a vital prerequisite for sustainable ICT Smart City eco-systems, the following subsections present our experiences relating to the piloting of the German governmental data portal. Thereby, we relate the developed platform and its processes to the overall DIN 91357 architecture and illustrate how the belonging design principles and requirements are fulfilled by GovData.DE.

At this point of time, the history of GovData.DE should be shortly presented as to support the reader in following the presentation. GovData.DE was initiated in 2012-2013 by the Federal Ministry of the Interior based on a study [22] that was executed in collaboration with the
Fraunhofer FOKUS institute in Berlin. In the following years Fraunhofer FOKUS was responsible for the operation of the German governmental data portal pilot until it was politically decided to proceed from the prototype phase to the production phase and hand over the platform to one of the governmental service providers. The experiences presented here are based on the pilot phase, for which Fraunhofer FOKUS was responsible and some first initial lessons learned were published in the conference articles [21] and [55].

3.1 German Open Data Portal

As previously mentioned, in this section we are presenting our activities around the official pilot of the German Federal Ministry of the Interior - GovData.de – and relate these to the Open Urban Platform of DIN SPEC 91357. The portal GovData.DE was officially started on the 9th of February 2013 under the following address - https://www.govdata.de.

The prototype was developed and improved in an iterative way meaning that we had several feedback rounds with the German Federal Ministry of the Interior regarding the prototype and its look and feel. Thereby, we had a couple of problems which were iteratively fixed, e.g. with respect to cybersecurity. These problems were revealed in belonging hacking workshops were we invited the community to attack our prototype and try to hack it. The main lessons are that security patches for Open Source software should be installed immediately after having been made available and that vulnerability databases (e.g. CVE MITRE) should be strongly considered when building an Open Source based system that is expected to turn operational in a wider context.

The homepage of the initial prototype can be seen in Figure 2. The landing page focuses on the two most important aspects of such an Open Data portal: a search bar for finding relevant data and a quick navigation to the available categories thereby giving end users the possibility to rapidly find data they are interested in.

![Figure 2 - Screenshot of the Portal GovData.DE in its Prototype Stage](image-url)
GovData.DE offers different types of data – datasets, documents and applications: Datasets encompass metadata information of historic, static and real-time data as well as their location thereby enabling end users and developers to build applications on top of these datasets. These applications can then be published on GovData.DE and can be used by other end users. Documents encompass different types of documents, such as documentations of APIs, planning documents like development plans and others. The number of published datasets is constantly growing. Currently, there are more than 36,000 datasets from all across Germany.

Almost all data that is published on GovData.DE is available under free licenses, e.g., Data license Germany (dl-de 2.0) or Creative Commons Attribution (CC-BY). Under these licenses, developers are allowed to use datasets for commercial and non-commercial use, in particular, they are allowed to copy, alter or process data and can merge data with own data or data of others in order to create new knowledge and increase the usefulness of Open Data.

In the following subsections the high-level architecture, operational aspects as well as reporting strategies will be presented.

**Figure 3 - High-Level Architecture of the GovData.DE Platform as presented in [44]**

3.1.1 General Architecture

The high-level architecture of the GovData.DE platform is depicted in Figure 3 and will be elaborated in more detail in the following paragraphs. This architecture can be clearly placed in the “3. Data Management & Analytics Capabilities” of DIN SPEC OUP as presented in Figure 1. Thereby, the data is consolidated using the telecom/Internet connectivity in the layer below (“1. Communication, Network & Transport Capabilities”). The sources of Open Data for GovData.DE are either static data sets provided by public institutions or sensor data streams origination from the lowest layer (layer 0.) of DIN SPEC OUP and EIP SCC. A number of detailed capabilities can be listed here that describe the functionality and properties of an Open Data Portal within an DIN 911357, however for the sake of keeping a comprehensible level for the reader we omit the detailed naming of the belonging capability description from the identified layers.

It is also important to remark that we considered various aspects of openness in our design, specification and implementation, in order to avoid a potential vendor lock-in. The selected
As can be seen in Figure 3, the platform consists of two main components – a Liferay [57] based portal serving the webpage and a CKAN [17] storing metadata information. Liferay is an open source enterprise portal with which information, data and applications can be personalized under a common user interface in order to facilitate business processes. Liferay comes out-of-the-box with CMS features such as blog entries that are used on GovData.DE as well (see Information Pool in Figure 3). CKAN is a web-based open-source management system for the storage and distribution of data that is nowadays mainly used by public authorities to share their data with the general public. The metadata within CKAN is described in a DCAT aligned metadata scheme. Another example of this DCAT aligned format can be found in Ukrainian data portal [75] – see the following Listing 1 for an example containing a data set description with its belonging properties in an RDF form. Both components including their automated data harvesting and consolidation procedures can be mapped to relevant capabilities of the “3. Data Management & Analytics Capabilities” of DIN SPEC OUP as presented in Figure 1.
The Liferay based frontend retrieves data from CKAN via a REST API, which can also be used by authorized users to add new datasets to GovData.DE and by public authorities to push data directly and in an automated way to CKAN. Of course, public authorities are able to publish data via a web form on the portal as well which will make the necessary API calls on behalf of the authority. With these two push approaches, both tech-savvy and technology-averse end-users are able to contribute to the portal and enrich the Open Data community.

---

3 REST stands for Representational State Transfer and is a software architectural style for creating web services [31].
Pulling data into the portal was another possibility to add data. Special Catalogue Services for the Web (CSW) and CKAN Harvesters were implemented thereby enabling the automated integration of data. These harvesters – in total 22 - ran daily and contributed to the majority of data added. The harvesters with their key aspects will be explained in more detail in section 3.2. Since it was necessary to ensure a high availability of the portal, several different monitoring tools were continuously running, which will be explained in the next subsection.

![Figure 5 - Metadata Harvesting Process, initially depicted in [21]](image)

### 3.1.2 Operational Aspects
As presumed, high availability and nearly faultless functioning of the portal was needed due to its importance to the German Federal Ministry of the Interior. In order to achieve these requirements, the prototype was thoroughly tested before an update went live and key components were deployed redundantly. Functional and GUI tests ran continuously on Jenkins [32]. Jenkins is an open source automation server that accelerates parts of the software development process. In addition, we sent alerts via e-mail and SMS (using Internet based SMS Gateways) whenever an error arose, in order to be able to act promptly and accordingly. Additionally to functional and GUI tests, load and performance tests were run with Apache JMeter [33] to verify the healthiness and proper functioning of the platform. With these tools we enabled 24/7 management support and a 99% availability of the portal was achieved.

Key components such as Liferay, CKAN and their databases were critical for proper functioning of the portal and therefore, multiple instances of these components were running simultaneously. A load balancer - we used nginx [34] for this task - received HTTP requests and distributed these requests to the next available instance thereby decreasing the individual load on each instance.

### 3.1.3 Reporting
In addition to regular quality assessments, a reporting process was also put in place. Advanced statistics reflecting on operation of the platform or user interactions with GovData.DE were provisioned in an easy to understand way. These reports were on an hourly basis but it was
possible to generate aggregated reports on a daily, weekly or monthly basis as well, thereby enabling trend analyses.

Figure 6 - Quality Checks UI within the German Open Data Portal

A few selected information - unique visitors, page clicks, uptime of server, time that a visitor stayed on the platform and others - included in such a report is depicted in Figure 4. It can be seen that conclusions such as most important datasets or categories can be derived based on this report and thus, these reports give critical insights into optimization strategies for such an Open Data portal.

3.2 Metadata Harvesting Process

As already mentioned, the harvesting process was responsible for the majority of data added. In the scope of the project different source portals, namely CSW [59] sources, CKAN sources or portals that provided JSON [60] dumps of their data were supported and thus, we were able to harvest data from over 20 different source portals. The general harvesting process is depicted in Figure 5.

The three aforementioned supported source platform types are displayed in Figure 5. It is worth mentioning that the CSW harvester did not import directly to the main data catalogue (see “Datenkatalog” in Figure 5) but rather to a separate CKAN. We used this approach in order to achieve a high degree of metadata quality without risking the data integrity of the main data catalogue. This was not needed in the other harvesters due to better control of the information flow.
In the following, the general process of Metadata Harvesting will be described based on the CKAN harvester but the process is in principal the same for the other harvester types. Each harvester was triggered at a specific time. When the harvester started, it checked the source portal for changes, meaning that it searched for added, updated or removed datasets. Whenever a harvester found a change, it started to retrieve only the delta and updated the destination portal accordingly. With this process, minimal resource consumption with respect to e.g. bandwidth was ensured.

It should be mentioned that information was only added to the destination portal if it conformed to the metadata scheme of the destination portal thereby ensuring a first level of quality. Due to importance and high visibility of the project, a thorough check of provided information was needed in order to deliver the most accurate and up to date information. Therefore, additional quality checks were conducted which will be described in the following subsection.

### 3.3 Metadata Quality Assurance Project

In the scope of the project, a production level process for quality assurance within the harvesting procedures was established to achieve and maintain a high degree of quality. The most important checks and subtleties will be described in the next paragraphs.

The harvesters that were presented in section 3.2 were not just running on the production environment, they were running on a test system as well. The test environment was a pre-production stage that consisted of exactly the same components and the same setup but was only internally available. So, whenever a new harvester was implemented and was ready to be deployed, it was first tested in our test environment to ensure proper functioning. After verification of proper functioning, the metadata harvesters went through another phase of quality assurance: Succeeding a successful import of new data to the portal, additional quality checks were conducted. These checks ran automatically and emitted alerts whenever problems were found in the datasets. A typical check and quality report can be found in Figure 6. Each dataset was evaluated with respect to completeness of required information, availability of each provided URL and general conformance to the schema of the platform. The results were prepared and presented to the belonging data provider in regular audio conferences, thereby enabling an iterative approach to increase the quality of data. Whenever a data provider has fixed faulty entries, we reran the corresponding harvester, which updated the information accordingly and afterwards, the quality checks were run on the most current version in our test system again. Once every error was fixed, the final version of metadata was imported into the production system and made available online for the community across Germany.

The abovementioned quality checks that were run on our test system – successful import of datasets, conformance to metadata scheme, completeness of information, availability of URLs [76] – were also run on the production system but at a lesser frequency thereby ensuring that all provided information is still valid on the production system. The same report (see Figure 6) was available to the data providers as well so that they were always able to proactively react in the rare case of errors on the production system.
4 METADATA QUALITY RECOMMENDATIONS

Based on the above described experiences, a number of recommendations can be derived which can improve the general metadata provisioning and increase the effectiveness of the metadata harvesting process. These recommendation and findings have paved the path for a research direction at Fraunhofer FOKUS that is currently in the discussion of shaping a standard at the DIN standardization body. It is important to remark that given the ongoing nature of the DIN discussions, we can only reveal the high level recommendations, which are to be characterized as very practical guidelines for public servants and officers towards the quality provisioning of metadata. Next, these basic recommendations are derived and discussed.

Regardless of the actual content data or its context, metadata should fulfill three major functions: (1) ensure findability of the data, (2) improve comprehensibility of the data and (3) enable further processing of the data. For each function, several requirements and recommendations for metadata can be derived, which are introduced in the following.

4.1 Ensure Findability of the Data

As data is only of use for others, if it can be found easily, findability is a common quality indicator for data. It is, for example, one of the four dimensions within the prevalent FAIR-principles. Findability describes the discoverability of the data. At best, the data is as easy to find as possible not only for humans but also for machines. The findability of the data increases with the quality and completeness of its metadata. Consequently, bad and incomplete metadata hamper the findability of data. Therefore, the first action publisher should do is to fill in all metadata fields, not only mandatory ones. By this, more context is given, e.g. by providing keywords, adding themes etc., which makes it easier for the user to find the data. However, when publishing Open Data, it is unclear to the publisher at this point, who will use the data later on. Therefore, the publisher should make sure, that the data is findable for everyone independently of his or her professional background by using synonyms in addition to technical terms. Following recommendations to ensure findability of the data are explicitly listed:

- Metadata should be as complete as possible.
- Publisher should use controlled vocabularies wherever possible, especially for keywords and themes.
- The title should be as precise as possible.
- Temporal and geographical references should be part of the title. Example: “Number of Tourists in Berlin for September 2019”.
- In addition to technical terms, publishers should use synonyms as well.

4.2 Improve Comprehensibility of the Data

Comprehensibility or understandability describe how easy it is for a user to understand the data. Data and metadata are understandable, if they are clear and comprehensible to the user. After studying the data and metadata, no ambiguities should remain. At best, users already have a clear idea about the content data when viewing the respective metadata. All kinds of additional

---

4 https://www.go-fair.org/fair-principles/
information about the data will make it easier for the user to create a context and to understand the data. Good metadata will help the user to classify the data thematically and evaluate its importance and relevance for his or her own purpose. Therefore, it is important to describe the data in a way that everyone can understand it, also non-professionals.

Following recommendations to improve comprehensibility of the data of the data are explicitly listed:

- The title of the data should be meaningful.
- Data publishers/providers should use free-text fields in the metadata to describe the content data. The description should be as precise as possible and provide a realistic depiction of the content data. The description should fit with the title of the data.
- Metadata should be understandable for both, professionals and non-professionals. Therefore, publishers should use easy-to-understand language and no abbreviations.
- Additional information about the data, e.g. survey methodology, should be described in the metadata.

4.3 Support further processing of the data

Some users not only want to have a look at the data, but rather use the data to create new value-added applications or services. Various metadata quality aspects may support the further processing of the data. From a technical point of view, users are able to process the data best when it is available in machine-readable formats. However, trustworthiness of the data is also of great importance for the decision of data users whether they want to further use the data or not. Trust can be created through credibility. Credibility can be gained for example through information about the data origin, through consistency and correctness. However, regarding the correctness it might occur that there are some minor issues within the content data. If the publisher knows about these issues, he or she should point this out in the metadata to make it transparent to data users. Following recommendations to support further processing of the data are explicitly listed:

- Metadata should be up-to-date. If contact information is outdated, users are not able to address feedback and questions. This might in turn effect their trust in the data negatively.
- To give users an idea of the reliability and correctness of the data, publishers should assign status information for each resource in the metadata.
- Metadata should be consistent, e.g. a modification date must not be earlier than the creation date.
- Publishers should state the provenance of the data.

The above discussed findings give clear indications of how to improve the metadata quality when providing data and complement the approach of data harvesting and automated quality checks with feedbacks (audio conferences) as implemented within the GovData.DE prototype. A large set of datasets where such automatic quality checks run from the start of the harvesting activities can be found within the European Open Data portal (www.europeandataportal.eu), where many of the above recommendations are implemented and automatically tested thereby significantly improving the efficiency and quality of the harvesting procedure from the very beginning. The following related work elaborations draw the larger picture and put our presented researcher in a broader perspective.
5 RELATED WORK

The current section reviews some recent research efforts relating to the key areas in the focus of this paper. We start with referring to some important recent activities from the domain of Open Data and proceed to the topics of urban ICT architectures, Smart City applications and services, and metadata quality.

5.1 Open Data

The current subsection reviews recent research activities relating to the domain of Open Data. [35] deals with Open Data from the perspective of biological research conducted on the level of molecular analysis. Thereby, different databases containing biological research data are analysed and corresponding conclusions are drawn regarding their accessibility and reliability as data sources. Furthermore, a set of recommendations regarding how to provide linked Open Data for molecular research and how to utilize it properly are defined which aim to improve the procedures regarding Open Data in the domain. [36] describes the situation around Open Data and the sharing of data between psychologists towards the improved reproducibility and verification of reports and empirical results. Thereby, the authors argue that not only the data but also the belonging program code (SPSS, R, Matlab …) - based on which the statistical analysis was conducted – should be shared and made available to the community. [37] elucidates on sharing and re-using Open Data in the domain of astrophysics, in order to increase the reproducibility of scientific results and provide means for error identification and results’ analysis. The current situation in the astrophysics community is analysed in a structured manner and a comprehensive study of the shared artefacts (data, code, explanations …) is presented. [38] relates Open Data to the modern concept of Blockchain, which represents a distributed, immutable and verifiable P2P storage for data entries. Hence, the interplay between both concepts is reviewed in the light of various basic requirements for Open Data such as trustfulness and transparency. [39] handles the utilization of Open Data in the area of education and describes the role of so-called Open Educational Resources (OER). [40] discusses on the use of OERs for educational purposes and trainings within the public administration. Furthermore, [41] provides a discussion and arguments on how Open Data and related Smart City technologies, including participative technologies, can disintermediate the government as a central cornerstone handling the city business/activities and can enable the direct connection between citizens and the belonging assets, thereby moving the role of the local government to the background of urban processes. In addition, [42] presents open innovation strategies, which have the potential to boost Open Data based use cases and Smart City scenarios – thereby, the city of Singapore is looked at as a case study. In this context, the analysed strategies are viewed with regard to their implications to practice as well as their implications to research, and guidelines are provided for the engagement of a larger community towards the utilization and creation of Open Data based use cases. Finally, [44] and [55] present our experiences in developing Open Data portals over the past years and handling large amounts of data with respect to data and metadata harvesting. In this line of thought, [43] demonstrates the creation of a large scale urban data handling system consisting of an Open Data catalogue such as CKAN and a modern distributed data store component based on Hadoop and HDFS.

5.2 Smart City Platforms

With respect to Smart City Platforms and conceptual frameworks, a variety of models were proposed during the last years with the intention to provide the structures and means for
efficiently implementing Smart City solutions and services. At the beginning of this paper, we discussed broadly about Open Urban Platforms and their development in different settings such as EIP SCC [11] and the German DIN standardization body. Smart City ICT architectures in close relation to DIN 91357 are given by the reference model of the H2020 Espresso project [10], the H2020 Triangulum ICT reference architecture [9][6][8] and the concept of Urban Data Spaces [14][15][16] as defined in a recent study conducted by the Fraunhofer FOKUS institute in collaboration with the German Federal Ministry of Education and Research. Moreover, Fraunhofer FOKUS works on a generalization of the EIP SCC, DIN 91357 and the Triangulum reference model – this generalization is denoted as oupPLUS [18] [46] and combines complementary concepts from all three above architectures including the vital SAPs (Service Access Points), which are understood as abstract artefacts containing various open communication protocols (e.g. MQTT, CoAP, HTTP, TLS, IPv4/v6 ...) for data and information exchange between the architectural layers of an urban platform. Additional activities of increased relevance – at least in the European context – are provided by FI-WARE [61] and the International Data Spaces [62].

FI-WARE originates from a PPP (Public Private Partnership) that was funded by the European Commission in line with the developments around the idea of Future Internet (FI) that were determining the research agenda during the past decade. FI-WARE initially started with the concept of Generic and Specific Enablers which were representing various components that could either execute some basic or some tailored function in an eco-system of software components interacting over the Internet. Initially a large number of products and components were taken into account towards defining the FI-WARE eco-system, which has been further defined and currently contains a minimal number of (often C/C++ based) software components, including the Orion IoT broker [73] that integrates different sensor sources and represents them in the belonging ETSI NGSI (Next Generation Service Interfaces) format [64] for enabling a generic access to IoT information. Based on such principles, FI-WARE [61] aims to position itself in various domains such as automotive, the agricultural domain and Smart Cities in general. Further initiatives which relate to FI-WARE and Smart Cities are provided by OASC (Open Agile Smart Cities) [71] in close relation with the Synchronicity project and platform [72]. OASC and FI-WARE based components are often deployed in European cities (e.g. Eindhoven) and communicate over interfaces such as ETSI NGSI-LD prelim API [66], OMA NGSI [68], ITU-T SG20*/FG-DPM [70] embedded in an overall FI-WARE eco-system as the one discussed at the TeleManagement Forum (TMF).

The International Data Space (IDS) [62] has started some years ago as an Industrial Data Space inspired by US activities such as the Industrial Internet [69] and European/German initiatives like Industry 4.0. The IDS aims at facilitating the exchange of information and data between various industrial partner in a P2P fashion. Thereby, the core functionality is implemented by a so-called Connector that realizes the connection between the internal data bases/storages of an enterprise and the external world. Thereby, the Connector implements the security standards and possesses the intelligence to implement data governance and privacy preserving activities when transferring data between the different scopes. IDS is currently extending its scope to domains beyond the pure industrial scope, including mobility (Mobility Data Space), eHealth (Medical Data Space) and further.
5.3 Applications & Services

Based on the published urban data, it is expected that new services and applications would emerge for a given city context. Indeed, such services & applications were increasingly developed during the past years and resulted in a large number of quality of life improvements in various city areas. These areas include mobility [49] [48], energy [66], emergency communications [65], education and further domains of importance for the ordinary citizen. Since the number of use cases is indeed overwhelming, we briefly refer to some examples which are close to or part of our research activities: [40] deals with the application and utilization of Open Data in the domain of remote online educational resources. [48] presents the interplay between various infrastructure providers (telecom network, electric grid, transport and mobility assets provider) towards the realization of electric mobility in Smart Cities. Furthermore, [49] presents the ideas of a mobility data cloud that integrates different types of data – including Open Data – and facilitates the provisioning of advanced services towards optimized urban mobility and increased utilization of electrical vehicles.

5.4 Metadata Data Quality

The quality of the metadata describing the Open Data sets is another vital aspect of the current paper. Related work in this area appears to be rather limited in comparison to the topics before. [50] elucidates on the metadata which is stored and managed within the Springer Nature research publishing platform. Thereby, a methodology for the quality assessment of the provided research metadata is described based on a systematic classification and curation of the metadata to a standardized level of detail. The article provides additional insights regarding the types of data described by the metadata and elaborates on recommendations regarding the provisioning and curation of the entries within the portal. [51] continues this work by defining the editorial flows for the above said metadata towards increasing and assessing its quality in the context of describing and managing research data and publications. This includes key lessons learned regarding the annotation of the datasets and the presentation of a metadata curation system. [52] presents an Open Data quality measurement framework and applies it to governmental Open Data on different levels (e.g. municipality) within the context of Italy. A set of metrics is defined that allows to calculate particular metadata quality rankings and to compare the quality of different data sets, which is also described as a case study within the paper. [53] presents the introduction of DCAT-AP as a metadata management format within the scope of Czech national Open Data catalogue. DCAT-AP [63] is the latest standard for metadata descriptions which has been worked out on European level and is currently utilized within the European Open Data portal. [53] analyses among others the impact on the metadata quality achieved through the introduction of DCAT-AP in the Czech national Open Data platform. The quality includes aspects such as the usability and the performance when it comes to ETL (Extract, Transform, Load) pipes execution for required transformations and data harvesting. [54] discusses on how to improve the findability and discoverability for open government data through the enrichment of the belonging metadata with corresponding vocabularies capturing key semantic aspects. Finally, [74] defines a large number of metrics (e.g. level of completeness, email information ...) for the CKAN metadata format utilized within the prototype of GovData.DE and provides various numerical evaluations of different datasets as well as Open Data portals at their belonging development stage.


6 CONCLUSIONS

The current paper presented a variety of topics closely connected to the Fraunhofer FOKUS Smart City activities of the past years. We presented our work on Open Urban Platforms and their standardization, which constitute a cornerstone for the establishment of urban ICT ecosystems involving multiple different stakeholders such as industry, academia, SMEs and open source initiatives. The basic idea is to structure the ICT within a city in a layered manner similar to the proven approach undertaken by other legacy reference architectures such as TCP/IP and ISO/OSI. Furthermore, components which are placed/mapped within different layers should follow the principles of openness in terms of implementing open interfaces based on open standards, which are freely accessible of and well described API specifications. Moreover, the open systems can include aspects of Open Data and Open Source towards the creation of a truly scalable integrative urban ICT eco-system. This would allow for breaking silos, pushing vendors and service providers to better structure their solutions and allow the combination of various modules based on the interoperability and standard conformance of the above mentioned open interfaces.

In the spirit of the above presented Open Urban Platforms and their intrinsic features, we presented our experiences on the operation of the prototype of the German Open Data platform GovData.DE, including the belonging data harvesting processes resulting in the consolidation of metadata across the various platforms on German federal level. The GovData.DE platform is designed according to the principle of DIN SPEC 91357 and its data harvesting processes have evolved to a sophisticated quality assurance process for metadata, which is elaborated in the current paper. The lessons drawn from these experiences have led to a number of insights defining rules and recommendations regarding the provisioning of metadata in urban data platforms. These recommendations were correspondingly presented and discussed.

With respect to future work, we plan the standardization of the initial recommendations defined in this paper and currently follow the path of establishing a specification group within the German national standardization body, i.e. DIN. Furthermore, the experience gained from the operation of the German national Open Data Platform are continuously reviewed and contributed to a similar effort of Fraunhofer FOKUS and corresponding partners – namely the development, operations and data harvesting for the European Open Data portal [56].
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