Simulations of non-neutral slab systems with long-range electrostatic interactions in 2D periodic boundary conditions

V. Ballenegger, A. Arnold and J.J. Cerdà

June 11, 2009

Abstract

We introduce a regularization procedure to define electrostatic energies and forces in a slab system of thickness \( h \) that is periodic in two dimensions and carries a net charge. The regularization corresponds to a neutralization of the system by two charged walls, and can be viewed as the extension to the 2D+\( h \) geometry of the neutralization by a homogeneous background in the standard 3D Ewald method. The energies and forces can be computed efficiently by using advanced methods for systems with 2D periodicity, such as MMM2D or P3M/ELC, or by introducing a simple background-charge correction to the Yeh-Berkowitz approach of slab systems. The results are checked against direct lattice sum calculations on simple systems. We show in particular that the Madelung energy of a 2D square charge lattice in a uniform compensating background is correctly reproduced to high accuracy. A Molecular Dynamics simulation of a sodium ion close to an air/water interface is performed to demonstrate that the method does indeed provide consistent long-range electrostatics. The mean-force on the ion reduces at large distances to the image-charge interaction predicted by macroscopic electrostatics. This result is used to determine precisely the position of the macroscopic dielectric interface with respect to the true molecular surface.

1 Introduction

The high interest in simulating surface and interfacial problems has led to an active search for efficient methods to compute long-range interactions in two-dimensional periodic systems that have a finite thickness (2D+\( h \) geometry). Two-dimensional Ewald-type formulae were derived by a number of workers [1, 2, 3, 4, 5, 6]. As most of these methods scale quadratically with the number \( N \) of particles, other faster methods were proposed. The MMM2D method has an adjustable preset accuracy and scales as \( N^{5/3} \) [7] (see also [8]). An approach with an almost linear scaling was proposed by Yeh and Berkowitz: it consists in introducing a gap in the simulation box along the non-periodic dimension and to use standard Ewald formulae for 3D periodic systems with a slab-wise summation order (EW3DC method) [9]. That method is accurate only when the gap in the simulation box is large enough. The errors introduced by the unwanted interactions with the layers artificially replicated in the non-periodic direction can be exactly compensated for by adding an electrostatic layer correction (ELC) term. The resulting method, called P3M/ELC, scales as \( N \log(N) \) and has full error control [10].

In all the aforementioned works, the system is assumed to be overall charge neutral. In some situations, for example when studying surfaces with charged defects or when computing ionic solvation free energies near an interface, one needs a method applicable to a slab system carrying a net charge. The purpose of this paper is to define a regularization
of the (divergent) lattice sum for the energy, and to have an efficient way to compute the regularized energies and forces. This allows for example Monte Carlo and Molecular Dynamics simulations of non-neutral slab systems to be performed with long-range electrostatic interactions that are fully consistent with the 2D periodic boundary conditions (2D-PBC).

The regularization of the lattice sum via a suitable neutralization of the simulation cell is presented in Sect. 2. The practical computation of these regularized sums are discussed in Sect. 3 for three recent efficient algorithms: EW3DC, P3M/ELC and MMM2D. Numerical tests performed in Sect. 4 show that the three methods give consistent results for energies and forces, that agree as well with direct lattice sum calculations. In Sect. 5, a Molecular Dynamics simulation of a sodium ion close to an air/water interface is performed to demonstrate that the method does indeed provide consistent long-range electrostatics.

2 Charged slab in 2D periodic boundary conditions

2.1 Definition of energy and forces

We consider a slab system composed of \( N \) particles with charges \( q_i \) and positions \( r_i = (x_i, y_i, z_i) \) \((i = 1, \ldots, N)\) in a simulation cell which is periodically replicated in the \( x \) and \( y \) directions with period \( L_x \) and \( L_y \) respectively. In the non-periodic \( z \)-direction, the system has a finite extent \( W \), which can be arbitrarily large. Particle positions lie in the region delimited by \(-L_x/2 < x \leq L_x/2, -L_y/2 < y \leq L_y/2 \) and \(-W/2 < z \leq W/2\). The regions outside the slab, \( z > W/2 \) and \( z < -W/2 \), are assumed to be void; their dielectric permittivity is that of vacuum. The Coulomb energy in Gaussian units is given by the sum over periodic images

\[
E = \frac{1}{2} \sum_{n_x,n_y \in \mathbb{Z}} \sum_{i,j=1}^{N'} \frac{q_i q_j}{|r_i - r_j + n_x L_x + n_y L_y|},
\]

where \( L_x = L_x \hat{e}_x, L_y = L_y \hat{e}_y \), and the prime denotes the omission of the \( i = j \) term in the primary cell \( n_x = n_y = 0 \). Notice that interactions between charges in the primary cell are accounted for with a factor 1, since they appear twice in the sum (1), while interactions of charges in the primary cell with charges in image cells \((n_x, n_y) \neq (0, 0)\) are accounted for with a factor 1/2 since they appear only once in the sum. That factor 1/2 is necessary to avoid double counting in the energy of the simulated macroscopic sample, as explained in Appendix A.

The sum (1) is only defined for a charge neutral system \((\sum_i q_i = 0)\), and even then, the sum is only conditionally convergent. This means that we need to specify the order in which we perform the sum; we adopt here the usual spherical limit, i.e.

\[
E = \lim_{R \to \infty} E(R)
\]

with

\[
E(R) = \frac{1}{2} \sum_{(n_x, L_x)^2 + (n_y, L_y)^2 \leq R^2} \sum_{i,j=1}^{N'} \frac{q_i q_j}{|r_i - r_j + n_x L_x + n_y L_y|}.
\]

Notice that the energy does not depend in the limit \( R \to \infty \) on the dielectric constant \( \epsilon' \) of the external medium in region \( x^2 + y^2 > R^2 \), contrary to the usual Ewald method.
for 3D-periodic systems, where the dielectric constant of the outer spherical medium at 
\[ x^2 + y^2 + z^2 > R^2 \]
does intervene. The reason for this can easily be understood on physical grounds. Indeed, when the simulation cell is polarized, macroscopic electrostatics tells us that surface charges appear at the dielectric discontinuity between the external medium and the macroscopic sample made up of copies of the central simulation cell. The magnitude of these polarization surface charges depend on \( \epsilon' \) and may produce a depolarizing field in the sample that contributes to the energy. In the case of a slab system, the charges induced on the side surfaces at \\
\[ x^2 + y^2 = R^2 \]
are proportional to the area \( 2\pi RW \), while the electric field created by them in the sample decays as \( R^{-2} \). In the limit \( R \to \infty \), that field vanishes, so that the energy is indeed independent of \( \epsilon' \). The energy of a slab system depends however on the dielectric permittivities \( \epsilon_1 \) and \( \epsilon_2 \) of the two regions above \( (z > W/2) \) and below \( (z < -W/2) \) the slab, which are here assumed to be empty \( (\epsilon_1 = \epsilon_2 = 1) \).

If some charges (electrons, counter-ions, ...) are treated implicitly in the system, the total charge
\[ Q_{\text{tot}} = \sum_{i=1}^{N} q_i \tag{4} \]
of the simulation box can differ from zero. The energy (1) remains finite only if the background charge provided by the implicit particles is properly accounted for.

In systems with 3D periodicity where the implicit charges are assumed to provide a homogeneous and isotropic charge distribution, the background charge reduces to an uniform charge density \( \rho_b = -Q_{\text{tot}}/V \), where \( V \) is the volume of the simulation box. The standard Ewald method can be used to sum the Coulomb interactions in such systems, including the interaction with the neutralizing background, see e.g. Refs. [11, 12]. The Ewald formula takes the usual form, with an additional electro-neutrality term
\[ E^{(n)} = \frac{\pi Q_{\text{tot}}^2}{2\alpha^2 V} \tag{5} \]
that depends on the Ewald splitting parameter \( \alpha \). The Ewald energy is independent of the free parameter \( \alpha \) only if the contribution \( E^{(n)} \) is properly accounted for. As the neutralizing background is homogeneous, the energy \( E^{(n)} \) is independent of the particle positions and does thus not lead to any force.

For future reference, it is useful to recall the origin and physical content of term \( E^{(n)} \). It corresponds merely to the direct-space interaction of the particles with the neutralizing background on one hand, and to the direct-space background-background interactions on the other hand. The former energy is indeed given by
\[ E^{(r)}_{c-b} = \sum_i q_i \int_{\mathbb{R}^3} \psi(r) \rho_b \, d^3r = -\frac{\pi Q_{\text{tot}}^2}{\alpha^2 V} \tag{6} \]
(see e.g. eq. (3.5) of Ref. [13]), while the latter energy is
\[ E^{(r)}_{b-b} = \frac{1}{2} \int_V d\mathbf{r} \int_{\mathbb{R}^3} d\mathbf{r}' \rho_b \psi(|\mathbf{r} - \mathbf{r}'|) \rho_b = \frac{\rho_b^2}{2} \int_V d\mathbf{r} \frac{\pi}{\alpha^2} = \frac{\pi Q_{\text{tot}}^2}{2\alpha^2 V} \tag{7} \]
where \( \psi(r) = \text{erfc}(\alpha r)/r \) is the direct-space interaction. Notice the factor 1/2 in the background-background energy that is needed to avoid double counting (see Appendix A). The reciprocal-space interaction of the particles with the background and the reciprocal-space background-background energy exactly cancel the corresponding singularity in the
charge-charge interactions. In the Ewald formula for a non-neutral system, they are included in the canceling of the (otherwise divergent) $k = 0$ term in the reciprocal sum.

In a system with 2D periodicity, the background charge associated to the implicit particles can take different forms. For example, if these particles are homogeneously distributed in some confined region $[z_1, z_2]$ along the non-periodic direction, they may be replaced by an uniform neutralizing slab in that region. That charged background slab will clearly give rise an inhomogeneous electric potential $V_0(z)$ and to forces on charged particles. If the implicit particles are not confined to some particular region of space, it is appropriate to introduce a neutralization of the simulation cell that does not introduce any background force on the particles. Having a neutralization with this property is especially useful because it is generic; it can be used to simulate systems with any other neutralizing background by simply adding the corresponding background electric potential $V_0(z)$ as an external field in the simulation.

When the system carries a net charge, we regularize its energy by subtracting from $E(R)$ its asymptotically diverging behavior as $R \to \infty$. That behavior is easily found by approximating the slab as a charged sheet carrying a surface charge density $\sigma_{\text{sheet}} = Q_{\text{tot}}/(L_x L_y)$ and by noting that the divergence arises from the large distance contributions to the interaction energy of the simulation cell with this sheet. This divergence is

$$\frac{1}{2} Q_{\text{tot}} \int_0^R \frac{\sigma_{\text{sheet}}}{r} 2\pi r dr = -\frac{\pi Q_{\text{tot}}^2 R}{L_x L_y},$$

(8)

where the factor $1/2$ ensures, as in eq. (1), that one measures only half of the interaction energy of the simulation cell with the periodic copies of the cell (see Appendix A). Subtracting (8) from (3), we define the energy of a charged system in 2D-PBC as

$$E = \lim_{R \to \infty} \left( E(R) - \frac{\pi Q_{\text{tot}}^2}{L_x L_y} R \right).$$

(9)

Forces follow by differentiation of this potential energy function with respect to particle positions. As the regularizing term in eq. (9) is independent of particles positions, it does not give rise to any contribution to the forces, as required. Notice that the lattice sum for the force, given by eq. (1) with an additional gradient operator $-\nabla_i$, is conditionally convergent from the start, and hence well defined once the summation order is specified.

### 2.2 Interpretation of energies

The regularization (9) of the energy can be interpreted as a neutralization of the system by two charged walls located on each side of the slab, at $z = \pm W/2$, that carry a surface charge density

$$\sigma = -\frac{Q_{\text{tot}}}{2 L_x L_y}.$$ 

(10)

These walls can be thought of as arising from a uniform neutralizing charge density created by the particles treated implicitly in the regions above ($z > W/2$) and below ($z < -W/2$) the slab. Since these walls exert (constant) equal and opposite forces on charged particles located in-between them, they have no net physical effect, apart for a shift in the energy. Let us show that the presence of the two walls regularizes the energy (3) in accordance with the prescription (9), and determine the shift in the energy that results from the particle-walls and wall-wall interactions.
As interactions are summed in a spherical limit, we treat the walls as large circular plates of radius $R \to \infty$. The electrostatic potential created by a plate of radius $R$ with surface charge $\sigma$ reads

$$\Phi_R(z) = \int_0^R \int_0^{2\pi} \frac{\sigma}{\sqrt{r^2 + z^2}} r dr d\phi = 2\pi \sigma \left( \sqrt{R^2 + z^2} - |z| \right)$$  \hspace{1cm} (11)$$

at a distance $z$ from the plate on its symmetry axis. When $R$ is large, $\Phi_R(z)$ behaves as

$$\Phi_R(z) = 2\pi \sigma (R - |z|) + O\left(\frac{1}{R}\right).$$  \hspace{1cm} (12)$$

Two large circular plates at $\pm W/2$ create therefore a constant electrostatic potential in-between the plates given by

$$\Phi_{\text{slab}} = 2\pi \sigma (2R - W), \hspace{1cm} R \to \infty.$$  \hspace{1cm} (13)$$

The interaction energy of the charges in the simulation box with the two neutralizing walls is therefore

$$E_{\text{c-w}}(R) = Q_{\text{tot}} \Phi_{\text{slab}} = -\frac{\pi Q_{\text{tot}}^2}{L_x L_y} (2R - W).$$  \hspace{1cm} (14)$$

The mutual interaction energy of the walls is (per cell)

$$E_{w_1-w_2}(R) = \Phi_R(W) \cdot \sigma L_x L_y = \frac{\pi Q_{\text{tot}}^2}{2L_x L_y} (R - W),$$  \hspace{1cm} (15)$$

while the self-energies of the two walls read (per cell)

$$E_{w_1-w_1}(R) + E_{w_2-w_2}(R) = 2 \cdot \frac{1}{2} \sigma L_x L_y \Phi_R(0) = \frac{\pi Q_{\text{tot}}^2}{2L_x L_y} R.$$  \hspace{1cm} (16)$$

Combining (14), (15), (16) with (3), the electrostatic energy of the system complemented with the two neutralizing walls is

$$\tilde{E} = \lim_{R \to \infty} \left( E(R) - \frac{\pi Q_{\text{tot}}^2}{L_x L_y} R \right) + \frac{\pi Q_{\text{tot}}^2 W}{2L_x L_y}.$$  \hspace{1cm} (17)$$

The neutralization by two walls give therefore energies that agree with the regularized energies (9), apart for a $W$-dependent term that does not depend on the particle positions. That term is a constant shift in the energy that can be dropped because it has no physical significance.

In summary, the energy of a system carrying a net-charge in 2D-PBC is defined by eq. (9), which can be interpreted as the energy of the system neutralized by two walls, with the prescription that the constant $W$-dependent shift in the energy is omitted. The present regularization procedure to simulate slab systems with a net-charge constitutes the first significant result of this paper.

### 2.3 Systems with a changing net-charge

The computation of the solvation free energy of ions at infinite dilution is an example where a simulation box with a net-charge is used [14]. When computing this free energy via the thermodynamic integration method, the ion is progressively charged, and the charging free energy can be determined from the measured fluctuations of the solute electrostatic
energy [15]. Let us show that charging free energies can be correctly computed in 2D periodic systems using definition (9) of the energy, despite the fact that the net-charge $Q_{\text{tot}}$ varies during the simulation.

As shown in Appendix B, the energy (9) can be written using an effective kernel $\phi_{\text{PBC}}(r)$ which takes into account the 2D-PBC:

$$
E = \frac{1}{2} \sum_{i,j=1}^{N} q_i q_j \phi_{\text{PBC}}(r_i - r_j).
$$

(18)

We assume now that a charge $q$ is added at position $r$. The energy of this new system is

$$
E_q = E + \frac{1}{2} \left( 2 \sum_i q_i q \phi_{\text{PBC}}(r_i - r) + q^2 \phi_{\text{PBC}}(0) \right)
$$

(19)

where $\phi_{\text{PBC}}(0)$ is the regularized interaction energy of a single unit charge with its own periodic images (the value of $\phi_{\text{PBC}}(0)$ is computed in Sect. 4.1). One can rewrite eq. (19) as

$$
E_q = E + \int_0^q \Phi_q(r) \, dq
$$

(20)

where

$$
\Phi_q(r) = \frac{dE_q}{dq} = \sum_i q_i \phi_{\text{PBC}}(r_i - r) + q \phi_{\text{PBC}}(0).
$$

(21)

$\Phi_q(r)$ is nothing but the electrostatic potential at $r$ created by all other charges in the system and by the periodic images of the charge $q'$ already present at $r$. Eq. (20) gives the change in energy when the charge $q$ is added progressively in the system. From eq. (21), we see that this change in energy is given by the correct expression associated to the 2D periodic boundary conditions. In particular, the last term in $\Phi_q(r)$ gives rise to the charge self-energy $\frac{1}{2} q^2 \phi_{\text{PBC}}(0)$ which is a known contribution to the energy in PBC [11, 13]. The fact that the regularized energy (9) can be written in the form (18) is therefore sufficient to conclude that the energy difference between two systems characterized by a different net-charge takes a meaningful value (which includes variations in the self-energies of the charges). Eqs. (18) to (21) are the counterparts of formally identical formulae that hold in the standard Ewald method for neutral and non-neutral systems in 3D-PBC. As shown in Ref. [15], the charging free energies computed using the Ewald method converge very quickly to their thermodynamical values once a simple correction for finite-size effects is included in the calculations (see also the detailed analysis of finite-size effects of Ref. [16]).

The results of this section, together with (9), shows that the thermodynamic integration method can be used to compute charging free energies in inhomogeneous systems with slab geometry. In the present approach, the long-range electrostatic interactions are treated in a manner fully consistent with the 2D periodicity.

### 3 Fast computations of energies and forces

The regularized energy (9), and the forces on particles derived from it, can be computed quickly in simulations thanks to advanced algorithms, as detailed in the next sections.
3.1 MMM2D method

In the MMM2D method [7], a convergence factor \( \exp(-\beta |r_i - r_j + n_x L_x + n_y L_y|) \) is introduced in the energy (1), and the sum is computed in the limit \( \beta \to 0 \) using an \( \mathcal{O}(N^{5/3}) \) algorithm.

When the system is non-neutral, the large distance charge-charge interactions generate a divergent contribution as \( \beta \to 0 \). By the same reasoning as that which leads to eq. (8), the diverging behavior is given by

\[
\frac{1}{2} Q_{\text{tot}} \int_0^\infty \sigma_{\text{sheet}} \frac{\exp(-\beta r)}{r} 2\pi r dr = \frac{\pi Q_{\text{tot}}^2}{L_x L_y} \frac{1}{\beta}.
\]

The convergence factor approach is thus equivalent to the spherical limit approach with the role of variable \( R \) played by \( 1/\beta \). The MMM2D method can therefore be used to compute the regularized energy (9) and forces by simply dropping the divergent contribution (22) in the MMM2D formulae for the energy. As contribution (22) vanishes in a charge neutral system, it is already omitted in the MMM2D method, which can hence be used without any modification to simulate non-neutral slab systems, with energies and forces defined according to Sect. 2.

3.2 The Yeh-Berkowitz approach: EW3DC method

In the EW3DC method of Yeh and Berkowitz [9], a gap is introduced in the simulation box along the non-periodic \( z \) direction and the standard Ewald formula for 3D periodic systems is used, typically in a fast \( \mathcal{O}(N \log N) \) particle-mesh implementation such as P3M [17] or SPME [18]. The interactions must be summed in a slab-wise order. The surface term (aka dipole term) in the Ewald formula for the energy takes then the form

\[
E^{(d)} = \frac{2\pi}{V} M_z
\]

where \( M_z = \sum_i q_i z_i \) is the total dipole moment of the simulation box along the direction normal to the slab and \( V = L_x L_y L_z \) is the volume of the box. The dipole term contributes not only to the energy, but also to forces via expression \( F^{(d)}_i = -\nabla_i E^{(d)} \), i.e. it leads to a normal force

\[
F^{(d)}_i = -\frac{4\pi M_z}{V} q_i \hat{e}_z
\]

on particle \( i \). Since \( M_z \) depends on the choice of the origin in systems with a net charge, the EW3DC method obviously cannot be applied to such systems without modification.

When using the Ewald method for a system with a net charge in 3D-PBC, it is assumed implicitly that there are particles distributed uniformly in the simulation box so that they create a constant background charge density \( \rho_b = -Q_{\text{tot}}/V \), which neutralizes the system. That background charge contributes to the Ewald energy not only via (5) (together with the cancellation of the \( k = 0 \) term in the reciprocal Ewald sum), but also via the dipole term (23), because the background charge has to be accounted for when computing the total dipole moment \( M_z \) of the simulation box. Let us fix the origin of our Cartesian coordinate system at the center of the box. The contribution of the background charge to the total dipole moment vanishes then by symmetry, allowing expression (23) to be used without modification.

We assume that the gap in the simulation box is large enough so that interactions between the slab and the unwanted replicas of the slab in the \( z \)-direction are entirely
negligible (see next section). The simulated system can then be viewed as a charged slab, of width $W$, embedded into another slab of width $L_z$ carrying a neutralizing charge density $\rho_b$. This charge density does not contribute to the dipole term, as with our choice of the coordinate system, its dipole moment is zero. Moreover, the Yeh-Berkowitz approach relies on the fact that for a sufficiently large $L_z$, the interaction of the charges in the primary slab with the image charges in $z$-direction can be approximated by a homogeneous charge distributions. Under this assumption, the interactions with the charges and the background $\rho_b$ in the image slabs cancel, and we are left with the contribution of the background only in the primary slab itself. The electrostatic energy of the system clearly depends on the position of the particles within the larger neutralizing slab, because the latter slab produces a parabolic electrostatic potential

$$V_0(z) = -2\pi \rho_b \int_{-L_z/2}^{L_z/2} |z - z'|dz' = -2\pi \rho_b \left( z^2 + \left( \frac{L_z}{2} \right)^2 \right). \quad (25)$$

The fact that the energy depends on the position of the charged slab system along the $z$-axis can also be seen on the level of the Ewald formula: the total dipole moment $M_z$ in the surface term (23) clearly depends on the position of the slab in the simulation box. Note that we use here again eq. (12), however leaving out the R dependent term, which leads to the divergent contribution (8) already accounted for in the 3D Ewald method with slab-wise summation order. To recover the energy of the system defined by the regularization procedure of Sect 2, we only have to subtract the interaction energy of the primary charges with the neutralizing slab, namely

$$E_{c-b} = \sum_i q_i V_0(z_i) = -2\pi \rho_b \left( \sum_i q_i z_i^2 + Q_{tot} \frac{L_z^2}{4} \right) \quad (26)$$

and the self-interaction of the background slab, i.e.

$$E_{b-b} = \frac{1}{2} L_x L_y \int_{-L_z/2}^{L_z/2} \rho_b V_0(z)dz = 2\pi \rho_b Q_{tot} \frac{L_z^2}{6}. \quad (27)$$

We find thus that the contribution

$$E_{bcc} := -(E_{c-b} + E_{b-b}) = 2\pi \rho_b \left( \sum_i q_i z_i^2 + Q_{tot} \frac{L_z^2}{12} \right), \quad (28)$$

which we call the background-charge correction (bcc) term, must be added to the Ewald energies.

In summary, to simulate a charged slab system using the EW3DC approach, one uses a standard 3D-Ewald code with slab-wise summation order, i.e. with surface term (23), in a simulation box with a large enough gap. The interaction energy (5) with the neutralizing background must be included, and the correction term (28) must be added to remove the effect of the parabolic potential created by the neutralizing background slab. Combining (28) with (23) yields a corrected surface term given by expression

$$E_{bcc}^{(d)} := E^{(d)} + E_{bcc} = 2\pi \frac{2}{V} \left( M_z^2 - Q_{tot} \sum_i q_i z_i^2 - Q_{tot}^2 \frac{L_z^2}{12} \right). \quad (29)$$

Notice that $E_{bcc}^{(d)}$ is independent on the $z$-position of the slab in the simulation box, i.e. it is invariant under translations $z \rightarrow z + a$ for any value of $a$, as it should for a system
in the $2D+h$ geometry. There is thus no specific condition on the origin of the coordinate system when using (29). Forces follow by differentiation of the energy. Taking the negative gradient of (29) with respect to $z_i$, one obtains expression

$$-\nabla_i (E_{bcc}^{(d)}) = \frac{4\pi}{V} (M_z - Q_{tot} z_i) q_i \hat{e}_z$$

(30)

for the contribution to the force on the $i^{th}$ particle arising from the surface term and from the background charge correction. The corrected surface terms (29) and (30) are needed to extend the widely used EW3DC method to non-neutral systems, in accordance with the regularization scheme introduced in Sect 2. This constitutes the second important point of this paper. It is interesting to note that the final result (30) for the force agrees with a new interpretation of the surface term of the Ewald method proposed in Ref. [19]. In that reference, the authors derive (30) from an analysis of the surface term in the 3D-Ewald method for different summation orders (in particular slab-wise), considering also non-neutral systems, but without referring to any neutralizing background. We stress however that, whatever the summation order, the real-space interaction energy (5) with the neutralizing background charge must be included when computing Ewald energies to avoid results that depend on the free Ewald parameter $\alpha$.

3.3 The electrostatic layer correction: P3M/ELC method

The P3M/ELC method [10] uses the same Yeh-Berkowitz approach based on a gap, but it is much more efficient than the EW3DC method because it includes an electrostatic layer correction (ELC) term that subtracts the interactions of the slab with the unwanted replicas of the slab in the non-periodic direction. The ELC term allows to reduce significantly the size of the gap needed in the simulation box, and hence the computation effort. Error estimates exist moreover for the ELC term [10]. Since the EW3DC method is a particular case of the P3M/ELC method where the electrostatic layer correction is entirely neglected, the error estimate of the latter method can actually be used to control the accuracy of the EW3DC method as well. As shown by eq. (18) of Ref. [10], the accuracy of these gap methods is essentially proportional to $\exp(-2\pi Kh)$, where $K$ is the ELC cutoff and $h$ the width of the gap. The EW3DC method does not involve any ELC terms, therefore the cutoff is essentially $K = \min(L_x^{-1}, L_y^{-1})$, and consequently the error is controlled by the ratio $h/\max(L_x, L_y)$, and not by the ratio $h/L_z$ as claimed in the original EW3DC paper [9] and still commonly believed.

Not surprisingly, for non-neutral systems, one has to use in P3M/ELC exactly the same background-charge correction (29) as in the EW3DC method. This correction is included in the formula for the ELC term derived recently in the most general case of a (possibly non-neutral) slab system in-between dielectric walls [20]. The algorithm described in Ref. [20] can thus be used without modification\footnote{Note that the last term in eq. (3.10) of Ref. [20] should have a minus sign.} to compute energies and forces in charged slab systems, in agreement with the regularization procedure of Sect 2.

4 Numerical tests

In this section the correctness and accuracy of the results stated in Sect. 2 are tested numerically by computing energies and forces in simple systems, using eq. (9) with direct summation on one hand, and methods MMM2D, EW3DC and P3M/ELC on the other
hand. To specify what electrostatic method is used in the EW3DC approach, we add a suffix “slab” to the method, which yields denominations like Ewald/slab, P3M/slab or SPME/slab for the various incarnations.

4.1 Madelung energy of a 2D square charge lattice

We consider a square simulation box \((L_x = L_y = L)\) containing a single charge \(q\) under 2D periodic boundary conditions. The regularized electrostatic energy \((9)\) of this system is equal to the sum of the Coulomb interactions of the charge with all its periodic images and with a neutralizing sheet in the plane of the 2D charge lattice (because the two neutralizing walls coalesce into a single sheet since \(W = 0\)). The energy of this system takes the form

\[
E = \frac{-q^2}{2} \phi_{\text{PBC}}(0) = \frac{-q^2}{2} \frac{F}{L}.
\]

where \(F\) is a dimensionless constant. Using the regularized direct space sum \((9)\) to compute this Madelung energy, we obtain \(F \approx 3.9\). A high accuracy is difficult to attain with formula \((9)\), because it expresses the energy as a difference between two large numbers and also because the convergence with \(R\) is slow. Nijboer and Ruijgrok found \(F \approx 3.90026\) by using another formula better suited for this purpose \([21]\).

Using the MMM2D method implemented in the simulation package ESPResSo \([22]\) and tuning the algorithm to accuracy \(10^{-10}\), we obtain

\[
F \approx 3.9002649200,
\]

where the precision is mainly limited by the employed implementation of the Bessel functions. The MMM2D method clearly works for non-neutral systems, and is able to compute quickly 2D Madelung energies to a very high accuracy.

We computed also the energy of this Madelung system by using the P3M/ELC method also implemented in ESPResSo. We used an accuracy goal of \(10^{-4}\), which resulted in the following values for the various parameters: Ewald splitting coefficient \(\alpha = 7.25184L^{-1}\), real-space cutoff \(r_{\text{cut}} = 0.45L\), mesh with 32 points in each direction, charge assignment order = 6, gap size = \(0.1L\), ELC far cutoff = \(26/L\). This calculation reproduced the first 5 digits of \(F\), thus validating the background-charge correction \((29)\) for the EW3DC and P3M/ELC methods.

4.2 Forces between two particles

In molecular dynamics simulations, one is mainly interested in the accuracy of the force computation, since the forces govern the dynamics of the system. Figure 1 shows the pair force between two like charged unit point charges at \((0,0,0)\) and \((1,1,z)\) in a periodic unit cell of dimensions \(L_x = L_y = L_z = L = 10\); \(z\) changes from 0 to \(L\). This system is characterized by a net charge \(Q_{\text{tot}} = 2\) and a varying dipole moment \(M_z = qz\); therefore it is well suited to demonstrate the effect of the net charge in the various electrostatic methods that we tested:

- Well-converged direct summation taking into account \(10^3\) images
- MMM2D method of Ref. \([7]\)
- P3M with metallic boundary conditions, i.e. without surface term
- P3M with the slab-corrected surface term following Ref. \([9]\)
- P3M with the slab-corrected surface term and background charge correction \((30)\)
Figure 1: The force $F_z$ between two unit charges at a relative position of $(1, 1, z)$, as a function of $z$ for various algorithms. P3M/slab stands for the EW3DC approach using P3M as the underlying electrostatic method, while P3M/slab+bcc is the same method with the addition of the background-charge correction (30).

- P3M with the ELC extension following Ref. [20]

MMM2D and the direct summation agree in at least two digits; therefore only the results for MMM2D are shown. MMM2D was again tuned for a precision of at least $10^{-10}$, P3M and ELC for a precision better than $10^{-4}$. When $z > L/5$, the force computed with direct summation and MMM2D takes its asymptotic value $2\pi/(L_x L_y)$, which corresponds to the force exerted on a unit charge by a charged sheet with surface charge density $1/(L_x L_y)$.

P3M with slab-wise summation order and background charge correction (30) agrees well with the direct summation in the expected range of validity, namely, for $z < L/3$. Correspondingly, P3M with the ELC extension, which was tuned to agree with high precision for $z < L_z/2$, agrees well up to $z = 9$. In contrast to this, applying only the slab-correction of reference [9] actually increases the error of the plain P3M method with metallic boundary conditions.

Would the two unit charges be oppositely charged and hence the system neutral, the force between the charges would simply be the opposite of those presented in Fig. 1. This is indeed the case for all methods, again with the exception of P3M/slab, which gives correct forces only in systems with no net charge.

5 Example: mean force on an ion near an interface

A precise understanding of the adsorption, or depletion, of ions near an interface is important in several fields, for example in biophysics, where the hydrophobic solid/water interface governs the aggregation and folding of apolar molecules, and in atmospheric
chemistry, where physico-chemical processes occur at the air/water and ice/water interfaces. Potentials of mean-force for ions at infinite dilution have been obtained recently at such interfaces [23, 24, 25]. In these works, the simulated systems had a net-charge and the long range nature of the Coulomb force was taken into account by using 3D Ewald summations with a gap in the simulation box (EW3DC method if the summation order was changed to slab-wise). As shown in the previous section, it is essential to include the newly derived background-charge correction (30) for the electrostatic forces to be correct in such non-neutral simulations.

According to macroscopic electrostatics, an ion close to a dielectric interface sees an electrostatic potential that corresponds to a (fictitious) image charge located symmetrically on the opposite side of the interface [26]. In the case of an ion close to an air/water interface, the dielectric contrast is about 80, and this image-charge effect is expected to contribute to the mean force on the ion as it approaches the surface. We performed a Molecular Dynamics simulation of this non-neutral system to show that the EW3DC method, when complemented with the background-charge correction (30), does lead to results that agree with the prediction of macroscopic electrostatics.

The simulation box was setup similarly as in Refs. [23] and [25]: a sodium ion carrying charge \( q = +e \) is at a distance \( d \) from the surface of a water slab of width \( W = 2.483 \) nm made up of 2048 water molecules. The dimensions of the simulation box are \( L_x = L_y = 4.966 \) nm and \( L_z = 5W = 2.5L_x \), i.e. a gap of width \( 4W \) is introduced in the non-periodic direction normal to the slab. Water molecules are described according to the SPC/E model [27] and the Lennard-Jones parameters for the sodium-water interaction are taken from Ref. [28] in their non-polarizable form. The simulations were performed using a modified version of the gromacs simulation package [29], in which we implemented the background-charge correction. The equations of motion were integrated using the leap-frog algorithm with a time step 2 ps, and the temperature was kept constant at 300 K using the Berendsen method. The Coulomb interactions were computed using the SPME method [18] with a slab-wise summation order and background-charge correction (SPME/slab+bcc). The cutoff for the van der Waals and real-space Coulomb forces are both set to 1 nm. Other parameters have their default gromacs value.

The sodium ion is free to move in the \( x-y \) directions, but its distance to the water surface is maintained fixed during each simulation. The position of the surface is defined by the criterion that the density of water at the surface is half that of the bulk. For each considered distance of the ion, we performed a 5 ns long simulation to determine the mean force \( F_z \) acting on the ion. We simulated also the case of a water surface confined by a (hydrophobic) hard wall located 0.1 nm above the water surface. In the latter case, the water molecules whose oxygen atom hit the hard wall were reflected back into the liquid by inverting the \( z \)-component of their velocity.

When the water molecules are prevented by the hard wall to partially solvate the ion, the measured force on the ion is well predicted by the image-charge interaction of macroscopic electrostatics (see Fig.2). According to this theory, an ion of charge \( q \) in a medium of permittivity \( \epsilon_1 \approx 1 \) (air) and at a distance \( z \) from a slab of width \( W \) and permittivity \( \epsilon_2 \approx 80 \) (water) sees an electrostatic potential [30, 31]

\[
\Phi(z) = \frac{q}{\epsilon_1} \left( \frac{\epsilon_1 - \epsilon_2}{\epsilon_1 + \epsilon_2} \frac{1}{2z} - \frac{4\epsilon_1\epsilon_2}{(\epsilon_1 + \epsilon_2)^2} \sum_{n=1}^{\infty} \left( \frac{\epsilon_1 - \epsilon_2}{\epsilon_1 + \epsilon_2} \right)^{2n-1} \frac{1}{2z + 2nW} \right)
\]

The first term in (33) is an image-charge due to the first interface, while the infinite sum corresponds to additional image-charges that are due to the presence of the second interface.
at the other side of the water film. The force on the ion derives from its electrostatic potential energy \( \int F \Phi(z)\,dq = \frac{1}{2}q\Phi(z) \), and is plotted as a dotted line in Fig 2. The potential (33) corresponds to the interaction of an ion with a dielectric slab under the boundary condition of zero-field at infinity, while the electrostatic potential is computed in the simulations under 2D-PBC. To account for this periodicity in the \( x-y \) directions, one has to sum up over the periodic images of the image-charges. This was done by setting up a cell containing the ion and the infinite set of image-charges that appear in eq. (33) and by computing the force on the ion using the MMM2D method. The result, assuming the continuous dielectric interface to be placed at a distance \( d' = 0.22 \, \text{Å} \) below the molecular water surface, is shown as a dashed line in Fig. 2. That prediction of macroscopic electrostatics agrees very well with the simulation results. The agreement holds at all distances in the case of the confined water surface, while it holds only at large distances in the case of the free water surface. The simulations show that the ion is indeed partially solvated even when quite far away from the water surface (up to \( d \simeq 1.45 \, \text{nm} \)).

The fact that the dielectric interface is located very close to the molecular water surface agrees with the very sharp dielectric permittivity profile of a water slab determined in Ref. [32]. A more detailed analysis of the relative position between the molecular water surface and the position of the dielectric interface (in the case of a confinement more

\[ q_1 = -q(\frac{\epsilon_1 - \epsilon_2}{\epsilon_1 + \epsilon_2}) \]
\[ q_2 = -q_1 \]

at position \(-z\) and a charge \( q_2 = -q_1 \) at position \(-(z + W)\). Notice that \( q_1 + q_2 = 0 \) in accordance with the charge neutrality of the slab.

---

\[ F \] [kJ/mol nm]
\[ z \] [nm]

**Figure 2**: Mean force on a sodium ion at a distance \( d \) from a water surface, which is either free (black circles) or confined by a hydrophobic hard wall located 0.1 nm above the surface (white squares). The image-charge force predicted by macroscopic electrostatics for a dielectric interface located at \( z = -0.22 \, \text{Å} \) is shown for two different choices of boundary conditions: zero-field at infinity (dotted line) and 2D-periodic boundary conditions (dashed line).
realistic than a hard wall) will be performed in a future work.

We note that finite-size effects are quite pronounced with the size of the simulation box used in this example. The prediction of macroscopic electrostatics changes indeed substantially once the periodicity in the $x$-$y$ directions is introduced (compare dotted and dashed lines in Fig. 2). This is not unexpected since Coulomb interactions with image-charges in the neighboring cells are negligible only if $L_x$ and $L_y$ are sufficiently large. To determine a force profile that is free from finite-size effects, a larger simulation box should clearly be used.

Because of the use of the slab geometry, the ion sees two dielectric interfaces instead of a single one. This unwanted feature can be avoided by introducing a hard wall with the same dielectric permittivity as water at the other side of the slab. This will remove almost entirely the unwanted effects of the second dielectric interface. The latest versions of the MMM2D and P3M/ELC methods that include image-charges can be used to simulate such a slab system with different continuous dielectric media of permittivites $\epsilon_1$ and $\epsilon_2$ at the two sides of the slab [33, 20].

6 Conclusions

A regularization of the electrostatic energy of 2D periodic slab systems bearing a net charge has been proposed. That regularization is the analog in 2D periodic boundary conditions of the usual regularization of Ewald sums in three dimensions by a homogeneous neutralizing background charge density. The regularized energies, given by eq. (9), can be interpreted as resulting from a neutralization of the system by two charged walls on each side of the slab, with the prescription that the constant shift in the energy proportional to the wall-wall separation is omitted. We proved that energy differences between two systems characterized by a different net charge take meaningful values, which include variations in the self-energies of the charges in 2D-PBC. The method can thus be used to simulate systems with a varying net-charge, for example to determine charging free energies in inhomogeneous systems with slab geometry.

The regularized energies, and the forces that derive from it, can be computed efficiently by using advanced electrostatic algorithms for 2D periodic systems, such as MMM2D, EW3DC and P3M/ELC. We proved that the MMM2D method can be applied without any modification to non-neutral systems, while methods based on the EW3DC approach necessitate the use of a background-charge correction (bcc), given by eq. (28), which affects both energies and forces. The background-charge correction removes the effect of the parabolic electrostatic potential inherited from the neutralization of the cell implicit in the 3D-Ewald method applied to a charged slab system.

Numerical tests have been done to demonstrate the correctness and the accuracy of the results. When the background-charge correction is added to the EW3DC results, the three methods (MMM2D, EW3DC+bcc and P3M/ELC) give consistent results for the energies and forces, that agree also with well converged direct-sum calculations. As shown in Fig. 1, the application to non-neutral systems of the uncorrected EW3DC approach leads to incorrect forces which are even further away from the reference direct-sum result than the plain 3D-Ewald method with metallic boundary conditions. We stress that the surface terms with background-charge corrections (29) and (30) are easy to evaluate and have no computational cost in a simulation.

The three methods reproduce the known value of the Madelung self-energy on an ion in 2D-PBC, which can be computed quickly to very high accuracy using the MMM2D method. That energy, given by $E_{\text{self}} = -q^2F/(2L)$ with $F \simeq 3.90026$ in a square simula-
tion box \((L_x = L_y = L)\), plays an important role in the stability of 2D Wigner crystals, in charging free energy calculations under periodic boundary conditions and in the study of finite-size effects [21, 16, 34].

A further demonstration that our method provides correct long-range electrostatic forces is provided in the form of a calculation via Molecular Dynamics simulations of the mean force on a sodium ion close to an air/water interface. A nice agreement with the image-charge prediction of macroscopic electrostatics is observed within the limits of validity of the theory. The dielectric discontinuity at the air/water interface in the macroscopic model is found to be situated at the very surface of the water slab (at a distance 0.22 Å under the molecular water surface defined by the criterion used in Sect 5).

We expect the results of the present work to be of wide applicability to simulations of slab systems whenever an implicit uniform background of charges can be assumed. Research works related to the calculation of ionic solvation free energies, study of surfaces with charged defects, bilayers of charged particles, etc. can substantially benefit from the derivations made in the present study.
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### A Energy density and factors 1/2

This appendix explains the origin of factor 1/2 in some formulae, for example eq. (1) when \((n_x, n_y) \neq (0, 0)\) and eqs. (7), (8), but not in others like eqs. (6) and (14). We first note that, as a rule of thumb, interaction energy \(E_{a-b}\) between two identical objects \((a = b)\) get a factor 1/2, while no such factor must be included when \(a \neq b\).

The factor 1/2 is a consequence of the fact that, when using periodic boundary conditions, the energy that one computes is not the total energy of the simulation box itself, but the energy *per box* of the macroscopic sample made up of many copies of the primary cell. Indeed, dividing the macroscopic sample in \(B\) boxes, its energy can be written as

\[
E_{\text{sample}} = \sum_{b=1}^{B} E_b + \frac{1}{2} \sum_{b,b'=1 \atop b' \neq b}^{B} E_{b-b'}
\]

where \(E_b\) is the energy of box \(b\) and \(E_{b-b'}\) is the interaction energy between particles in box \(b\) and particles in box \(b'\). Since the macroscopic sample is large, the number of boxes near the surface of the sample is negligible in front of the number of boxes in the volume of the sample. We can therefore write, assuming a homogeneous sample divided in \(B\) identical boxes boxes of volume \(V_b\),

\[
\frac{1}{2} \sum_{b,b'=1 \atop b' \neq b}^{B} E_{b-b'} \simeq B \cdot \frac{1}{2} \sum_{b'=1 \atop b' \neq \text{primary box}}^{B} E_{b-b'}.
\]

We conclude that the energy per box is

\[
E := \frac{E_{\text{sample}}}{B} = E_b + \frac{1}{2} \sum_{b'=1 \atop b' \neq \text{primary box}}^{B} E_{b-b'}.
\]
All interactions between the simulation box and the periodic images of the simulation box must therefore be accounted for with a factor $1/2$ to avoid double counting in the energy of the macroscopic sample. Notice that the ratio of the energy per box divided by the volume of the simulation box, i.e.

$$e := \frac{E}{V_b} = \frac{E_{\text{sample}}}{V_b B},$$

does measure correctly the energy density of the macroscopic sample since $V_b B$ is the volume of that sample. This explain the factor $1/2$ in eq. (1) when $(n_x, n_y) \neq (0, 0)$.

When the system contains a neutralizing background, the interaction of the primary box $b_1$ with an image box $b_2$ is the sum of four interactions energies (which must all be accounted for with a factor $1/2$) between four different entities:

$$E_{b_1 - b_2} = E_{c_1 - c_2} + E_{c_1 - p_2} + E_{p_1 - c_2} + E_{p_1 - p_2},$$

where $c_i$ (resp. $p_i$) stands for the charges (resp. neutralizing background charge density) in box $b_i$, $i = 1, 2$. The absence of factor $1/2$ in eq. (6) results therefore from the fact that this energy is actually the sum of the two energies $E_{c_1 - p_2}$ and $E_{p_1 - c_2}$ which have the same value. The energies $E_{c_1 - c_2}$ and $E_{p_1 - p_2}$ appear only once in eq. (38), so there is indeed a factor $1/2$ in eqs. like (8) or (7) when $r' \notin V_{b_1}$. When $r' \in V_{b_1}$, the factor $1/2$ in eq. (7) simply prevents double counting within the box, according to the usual relation

$$\sum_i \sum_{j > i} E_{i - j} = \frac{1}{2} \sum_{i \neq j} E_{i - j}. \tag{39}$$

### B Effective kernel formulation

In this appendix, we demonstrate that the energy (9) of a charged system under 2D-PBC can be written as a sum over an effective kernel $\phi_{\text{PBC}}(r)$ as in (18), similar to the Ewald sum in 3D-PBC [35, 11]. To this aim, we reformulate eq. (3) as

$$E(R) = \frac{1}{2} \sum_{i,j=1}^{N} q_i q_j V(|r_i - r_j|) + \frac{1}{2} \sum_{i,j=1}^{N} q_i q_j \sum_{(n_x, n_y) \in D(R)}^{1} \frac{1}{|r_i - r_j + n_x L_x + n_y L_y|} + \frac{1}{2} \sum_{i,j=1}^{N} q_i q_j \sum_{(n_x, n_y) \in D(R)} \left( \frac{1}{|r_i - r_j + n_x L_x + n_y L_y|} - \frac{1}{|n_x L_x + n_y L_y|} \right), \tag{40}$$

where

$$V(r) = \begin{cases} 0 & \text{if } r = 0 \\ 1/|r| & \text{if } r \neq 0 \end{cases} \tag{41}$$

and $D(R)$ denotes all $(n_x, n_y) \in \mathbb{Z}^2$ with $0 < (n_x L_x)^2 + (n_y L_y)^2 \leq R^2$. The first term is already of the desired form; by approximation of the sum by an integral, one can see that the second term is of the form

$$\frac{1}{2} \sum_{(n_x, n_y) \in D(R)} \frac{1}{|n_x L_x + n_y L_y|} = \frac{\pi R}{L_x L_y} + S + \mathcal{O}(R^{-1}), \tag{41}$$

where the first term added up over all particles gives the singularity $\frac{\pi Q^2}{L_x L_y} R$ that is subtracted in eq. (9), and the constant term $S$ is the self-energy of a unit charge, which is
given by $S = -\mathcal{F}/(2L)$ with $\mathcal{F} \simeq 3.90026$ in the case of a square lattice $L_x = L_y = L$ (see eq. (31)). Regarding the third term in eq. (40), we note that for two vectors $\mathbf{r}$ and $\mathbf{a}$,

$$\frac{1}{|\mathbf{r} + \mathbf{a}|} + \frac{1}{|\mathbf{r} - \mathbf{a}|} - \frac{2}{|\mathbf{a}|} = \mathcal{O}(|\mathbf{a}|^{-3}),$$

which means that the last sum over $(n_x, n_y)$ in the third term is in fact absolutely convergent provided the summands for $(n_x, n_y)$ and $(-n_x, -n_y)$ are added in pairs, i.e. as in eq. (43) with $\mathbf{a} = n_x \mathbf{L}_x + n_y \mathbf{L}_y$ (note that in 3D-PBC, the analogous sum would be only conditionally convergent). Therefore, eq. (40) can be written as

$$\lim_{R \to \infty} \left( E(R) - \frac{\pi Q^2_{tot} L_x L_y}{2} \right) = \frac{1}{2} \sum_{i,j=1}^{N} q_i q_j \phi_{PBC}(\mathbf{r}_i - \mathbf{r}_j)$$

where

$$\phi_{PBC}(\mathbf{r}) := V(\mathbf{r}) + S + \lim_{R \to \infty} \sum_{(n_x, n_y) \in D(R)} \frac{1}{|\mathbf{r} + n_x \mathbf{L}_x + n_y \mathbf{L}_y|} - \frac{1}{|n_x \mathbf{L}_x + n_y \mathbf{L}_y|}.$$
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