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Abstract
In recent years, governmental and industrial espionage becomes an increased problem for governments and corporations. Especially information about current technology development and research activities are interesting targets for espionage. Thus, we introduce a new and automated methodology that investigates the information leakage risk of projects in research and technology (R&T) processed by an organization concerning governmental or industrial espionage. Latent semantic indexing is applied together with machine based learning and prediction modeling. This identifies semantic textual patterns representing technologies and their corresponding application fields that are of high relevance for the organization’s strategy. These patterns are used to estimate organization’s costs of an information leakage for each project. Further, a web mining approach is processed to identify worldwide knowledge distribution within the relevant technologies and corresponding application fields. This information is used to estimate the probability that an information leakage occur. A risk assessment methodology calculates the information leakage risk for each project. In a case study, the information leakage risk of defense based R&T projects is investigated. This is because defense based R&T is of particularly interest by espionage agents. Overall, it can be shown that the proposed methodology is successful in calculation the espionage information leakage risk of projects. This supports an organization by processing espionage risk management.

Key Words: Latent semantic indexing, SVD, Espionage, Risk assessment.
1 Introduction

Espionage is defined as the access to sensitive information without obtaining approval by the holder of the information (Crane, 2005). It is organized by foreign intelligence services (governmental espionage) or by corporations (industrial espionage) (Reisman, 2006) and it is executed by human experts (agents) in a specific target field that are able to distinguish between mundane information and information that is relevant for own organizational purposes (Kaperonis, 1984).

Many countries become very attractive to foreign intelligence services for governmental espionage and to corporations for industrial espionage because they are in an excellent geopolitical situation and because they host a large number of high-tech companies (Ho, 2008). In general, these countries are based on an open and pluralistic society, which make gathering of information easier for espionage agents. Two of these attractive countries are the Federal Republic of Germany and United Kingdom. Both, the UK intelligence services MI5 (Jones, 2008) and the German Federal Ministry of the Interior (2011), report that espionage target fields of foreign intelligence services and corporations are the applied science research and technology (R&T) and the military (that includes defense based R&T).

In general, R&T projects are sensitive concerning espionage if they deal with a specific combination of technologies and application fields (Warner, 1994). An example for a technology is diamond as a substitutive technology for silicon carbide (SiC). In contrast to SiC, diamond has several advances in developing a high-frequency power transistor for radar and communication applications. Projects dealing with this technology and application field are sensitive e.g. in Germany because Germany has - besides USA - worldwide leading knowledge in this technology. Further, these specific radar and communication applications are of military and also of commercial interest and thus, the application field is an important part of the national research strategy in Germany. A further example is the nuclear weapon application field. It is trivial, that research projects e.g. in USA and United Kingdom (UK) examining technologies in this application field are sensitive because compared to non-nuclear-weapon states, USA and UK have a leading technological knowledge and they have
strategic interests in this application field, too. Overall, R&T projects of an organization are sensitive concerning espionage if the combinations of technologies and application fields standing behind the projects are of organization’s strategic interest and if a worldwide leading - or at least competitive - technological knowledge is gained from the R&T projects (Lee, Chang, Liu, & Yang, 2007).

A general methodology for measuring risks is risk assessment. The risk assessment methodology defines a concrete situation and it identifies a possible threat (also named hazard). Then, the risk for the concrete situation concerning the hazard is estimated and prioritized by human experts. The risk depends on the estimated costs of a potential loss and it also depends on the estimated probability that this loss will occur (Marhavilas, Koulouriotis, & Gemeni, 2011).

A good measure for the sensitivity of an R&T project from an organization concerning espionage is the risk of an information leakage within this R&T project (Brunnermeier, 2005; Matsui, 1989). It can be seen that the costs of an information leakage are high if the project deals with a (strategic relevant) combination of technologies and application fields that is of particularly high interest concerning organization’s R&T strategy (Crawford & Sobel, 1982). Thus, the combinations have to be compared to the strategic interests of an organization for each project to estimate project’s costs of an information leakage.

Besides this strategic aspect, the knowledge aspect has to be considered. The probability that an information leakage will occur depends on current scientific knowledge of an organization. If a worldwide leading knowledge is gained from an R&T project then the probability that an espionage attack occur is large because espionage agents are not able to acquire the knowledge elsewhere. Otherwise, if the knowledge is already worldwide distributed then espionage agents are able to acquire this knowledge from other sources (Ho, 2007).

An R&T project is characterized by a project description that consists of textual information written by R&T planners and scientists that are working within the project. The description
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consists of information about the used technologies and the application fields. Textual patterns are extracted from the collection of all project descriptions that contain this information. This is done by use of latent semantic indexing (LSI) to consider aspects of meaning in the information because they are written by different human experts using different formulations. Based on machine based learning, on prediction modelling, and on a set of training examples, textual patterns are identified that are characteristic for projects dealing with strategically relevant combinations of technologies and application fields. These patterns are used to estimate the costs of an information leakage for new projects from a test set.

A new web mining approach is introduced that identifies the worldwide available knowledge of each strategically relevant combination (Almeida, 1996). For this, search queries are built based on terms from each corresponding textual pattern. LSI is applied on the retrieved web pages to select these pages where the corresponding textual patterns occur. Based on the uniform resource locators (urls) of the web pages, the geographical distribution of knowledge can be shown (Gorman, 2002). This enables the estimation of the probability that an information leakage occur.

In a case study, we investigate the information leakage risk of defense based R&T projects because defense-related technologies are a valuable target for espionage (Orozco, 2012). German Ministry of Defense funds a large number of projects with a wide technological scope and its R&T strategy shows several combinations of technologies and application fields with strategic relevance. Based on the descriptions of these R&T projects, the proposed methodology is applied and the information leakage risk is calculated for each R&T project. As a result, R&T projects are prioritized. This helps German Ministry of Defense by processing an espionage risk management to protect their technological knowledge.

Overall, this paper investigates a new application field: the protection of R&T projects from information leakage by espionage. It proposes a new semantic classification and web mining approach based on the standard risk assessment methodology for identifying the information leakage risk of R&T-projects. This helps researchers, research planners, and governmental
agencies - that are responsible for R&T espionage protection - by the identification and prioritization of sensitive projects concerning espionage. It also ensures that risk reduction measures can be implemented in all high-risk situations despite limited resources (Yucel, Cebi, Hoege, & Ozok, 2012).

2 Background

2.1 Espionage in applied science R&T

Foreign intelligence services and corporations are interested in several target fields of espionage. Two of them with relevance to this approach are the strategic economic strength and the military capability intelligence (Jones, 2008).

The strategic economic strengths consist of aspects related to production or manufacture processes as well as to important infrastructures (Whitney & Gaisford, 1999). Very important factors for economic strength are research activities and technology development (Jaffe, 1986). In the last years, reports of German state offices for the protection of the constitution have shown that espionage activity in German R&T increases more and more (German Federal Ministry of the Interior, 2011). The espionage agents are normally recruited from the science and technology academia (Sivanesan, 2011). They stem from foreign intelligence services and from corporations of the Russian Federation, of the People’s Republic of China, and of the Middle East, Asia and North Africa countries (Jones, 2008). Thus, protecting national or corporation-internal research activities and technology development against foreign countries or competitors is an important task (Brunnermeier, 2005).

The military capability intelligence consists of several aspects related to the strength of an enemy army where new weapon systems are specifically in focus. Besides collecting information about weapon system capabilities, the technologies standing behind the weapon systems are also an interesting target for espionage. Here, the corresponding espionage agents are usually trained military technologists (Jones, 2008). They focus on the large
number of worldwide processed R&T projects that have the aim to contribute to future weapon systems by examining these new technologies.

Both target fields show that applied science R&T is an interesting target for espionage in general. Further, it specifically can be assumed that R&T in the area of security and defense are highly sensitive concerning espionage. Especially the rising asymmetrical threat during the last years forces governments to increase investments in security and defense related research and technology (R&T) (Gericke, Thorleuchter, Weck, Reiländer, & Loß, 2009). The European Union funds security research within the current European Framework Research Program (FP7) and it has founded the European Defense Agency (EDA) that funds defense based research with a wide technological scope among others (Oikonomou, 2012). European governments fund a large number of security and defense based R&T projects, too (Te Kulve & Smit, 2003). As an example, German Ministry of Defense coordinates over 1000 different simultaneously running technological research projects (Thorleuchter, 2008). Research projects in this area investigate technologies to apply them in a specific security and defence application field (Thorleuchter, Van den Poel, & Prinzie, 2010b). Thus, some of them may be a profitable target for espionage and they have to be protected from information leakage hazard (Thorleuchter & Van den Poel, 2011c; Thorleuchter, Weck, & Van den Poel, 2012a; Thorleuchter, Weck, & Van den Poel, 2012b).

2.2 Risk Assessment to measure espionage risk of R&T

The assessment of risks is the first step in risk management (Si, Ji, & Zeng, 2012). The aim of risk assessment is to measure the effect of uncertainty on critical assets. A recognized hazard is identified, characterized, and assessed. Then, the vulnerability of critical assets in a concrete situation is assessed concerning the hazard. Based on this assessment, the costs of a potential loss of the critical asset are estimated as well as the probability that the loss will occur.
Existing studies applying risk assessment have shown that it is difficult to measure the quantities for each risk (Cherp & Demidova, 2005). This is because both aspects, the costs of a potential loss and the probability that the loss will occur can only be measured intuitively by human expert estimations. The estimations can lead to a large chance of error. A further disadvantage is that estimations have been made for the effect of each hazard on each critical asset. That makes the estimation time-consuming for human experts especially in situations where a large number of hazards or a large number of critical assets (e.g. R&T projects) occur. As shown in Sect. 2.1, the rising asymmetrical threat causes the processing of a large number of R&T project in security and defense. Thus, the espionage risk of R&T projects especially in security and defense should be calculated by a quantitative estimation based on an automated approach.

Literatures propose qualitative risk assessment methodologies that investigate the information leakage risk of a small number of R&T-projects concerning governmental or industrial espionage by human experts (Thorleuchter, 2004; Thorleuchter & Van den Poel, 2012f). These qualitative methodologies also consist of the two criteria: costs of a loss and probability that the loss will occur as described below:

The costs of potential information leakage within R&T projects are estimated by considering strategic aspects. In an R&T strategy the critical milestones are described for realizing organization's R&T goals. The milestones are reference points (events) in an R&T project and the technologies that are necessary to achieve the critical milestones are prioritized by the R&T strategy. Thus, technologies that are examined for a specific application field are prioritized because they contribute stronger to organization's R&T goals than others (Solan & Yariv, 2004). Depending on organization's R&T goals (e.g. to be the first that introduces an innovative product in market), the costs of a potential information leakage within an R&T project examining a prioritized technology are higher than that of an R&T project examining a non-prioritized technology. Both qualitative methodologies suggest using the category '+' for R&T projects where technologies are applied in application fields that are prioritized by the strategy and using category '-' otherwise.
The probability that this information leakage will occur is estimated by considering the technological knowledge gained from the R&T project and by comparing it to the existing knowledge worldwide. If a technology is a unique feature offered by an R&T project then the project is very interesting for espionage (category 'A'). If the acquired knowledge also is available by other organizations and nations then the probability that an information leakage within the corresponding R&T project occur is medium (category 'B'). Otherwise, if the acquired knowledge is non-competitive (category 'C') that mean in many competitive organizations or nations a better founded knowledge is available then the corresponding R&T project normally is not an interesting target for espionage.

The qualitative methodologies calculate the risk by multiplying the costs with the probability. Based on the category combinations of the two criteria (furthermore they are named label) A+, A-, B+, B-, C+, C-, each R&T project is assigned to a label based on the qualitative estimation by human experts. The order of the labels concerning the risk of projects has to be determined based on organization's strategy e.g. the decision if the information leakage risk of a 'A-' labeled project is greater than that of a 'B+' labeled project or not.

The proposed quantitative methodology in this paper uses the categories of the above mentioned qualitative risk assessment methodologies. In contrast to the qualitative methodologies, LSI as binary classification technique and prediction modeling is used to assign projects to category '+' or to category '-'. Further, web mining is used to assign projects to category 'A', 'B', or 'C'. Thus, the proposed methodology realizes an automated assignment that enables the calculation of the espionage risk of a large number of projects.

2.3 Characteristics of R&T project descriptions

The proposed methodology uses text classification to extract textual patterns from project descriptions representing technologies and application fields. For this task, the relationships between different technologies and between technologies and application fields have to be considered. The relationships are described by a large number of literature studies (Choi et al., 2009; Fleck & Howells, 2001; Herstatt & Geschka, 2002; Jiménez, Garrido-Vega, Díez de
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Los Ríos, & González, 2011; Radder, 2009; Rubenstein et al., 1977; Subramanian & Soh, 2010; Thorleuchter & Van den Poel, 2012e; Thorleuchter & Van den Poel, 2013. Important findings from these studies with impact on the proposed methodology in this paper are described below:

Technologies are a collection of several different research topics within a specific technological field. R&T projects dealing with the same technology probably examining different research topics. Then, their descriptions consist of different terms although they belong to the same technology. Thus, it cannot be guaranteed that prevalent textual features from a technology occur in all projects, which belong to that technology. Additionally, different technological fields overlap that means the description of a project uses the same terms as a different project although both projects belong to a different technology. For a text classification approach it is important to consider these synonyms (words with different spellings but with the same meaning) and homonyms (words with different meanings but with the same spelling).

Technology descriptions are characterized by a high percentage of terms that occur together within a textual pattern. This means that the occurrence of different technological terms is not independent. Thus, the selected classification approach should consider the dependency of terms.

R&T projects examine one or several technologies to apply them in one or several application fields. Literature indicates different technological relationships (Geschka, 1983; Kim, Toh, Teoh, Eng, & Yau, 2012; Thorleuchter & Van den Poel, 2011a; Yu, Hurley, Kliebenstein, & Orazem, 2012). A substitutive technology is able to replace a technology by creating an application e.g. a specific energy supply application can be realized by using solar cell technology, electrical battery technology, or electrical fuel cell technology. Thus, projects dealing with a substitutive technology are also strategically relevant for an organization if the corresponding technology and its application field is relevant. A textual pattern that represents such a strategically relevant combination should contain terms from the technology and also terms from its substitutive technologies concerning the application.
Further technological relationships are integrative, predecessor, and successor technologies that occur together or in a succession during the process of realizing an application e.g. fuel and lubricants technology for creating a new power plant application. Thus, to create a textual pattern as described above, the semantic relationship between terms describing a technology (including its substitutive, integrative, predecessor, and successor technology) and terms describing the application field has to be considered (Geschka, Lenk, & Vietor, 2002).

### 2.4 Text Classification

Text classification assigns pre-defined classes to text documents (e.g. R&T project descriptions) (Finzen, Kintz, & Kaufmann, 2012; Ko & Seo, 2009; Lin & Hong, 2011; Sudhamathy & Jothi Venkateswaran, 2012; Thorleuchter, Van den Poel, & Prinzie, 2010a). Classes can be textual patterns that represent ‘technology – application field’ combinations and text documents can be R&T project descriptions. In text classification, knowledge structure approaches can be distinguished from semantic approaches. Examples for knowledge structure approaches are instance-based learning algorithms (e.g. k nearest neighbor classification), decision tree models (e.g. C4.5), simple probabilistic algorithms (e.g. naïve Bayes), and support vector machine algorithms (Buckinx, Moons, Van den Poel, & Wets, 2004; D’Haen, Van den Poel, & Thorleuchter, 2013; Lee & Wang, 2012; Shi & Setchi, 2012). These approaches are not able to create semantic generalizations and thus, semantic relationship between terms (see Sect. 2.3). Further, some of them are not able to consider dependencies of terms (e.g. naïve Bayes).

Semantic relationship between terms can be identified by computational techniques that use statistical procedures on eigenvectors (Jiang, Berry, Donato, Ostrouchov, & Grady, 1999; Luo, Chen, & Xiong, 2011). These techniques consider words that are in a project description as well as words that might be in these descriptions (Thorleuchter & Van den Poel, 2012c; Thorleuchter & Van den Poel, 2012d). LSI is a well-known representative of these techniques. It identifies hidden semantic textual patterns from a document collection (Park, Kim, Choi, & Kim, 2012). These patterns consist of terms that are not mentioned explicitly in
a single document but that are related within the whole document collection descriptions (Christidis, Mentzas, & Apostolou, 2012; Tsai, 2012). LSI also considers synonym and homonym aspects as well as the dependency of terms (Thorleuchter, Van den Poel, & Prinzie, 2012). Thus, LSI fulfills the requirements from Sect. 2.3.

3 Methodology
This new methodology investigates the information leakage risk of R&T-projects concerning governmental or industrial espionage. Sect. 2.1 describes the espionage threat and the resulting information leakage risk for R&T projects in general and in particular for security and defence based R&T projects. The proposed methodology is based on a qualitative risk assessment methodology as described in Sect. 2.2. The relationships between technologies and application fields have an impact on the information leakage risk for R&T projects as described in Sect. 2.3. Thus, these relationships are considered in the proposed
methodology by selecting a semantic text classification approach as described in Sect. 2.4 and by applying a web mining approach.

This methodology uses project descriptions of R&T-projects from an organization. Further, an estimation of human experts for each R&T project is used. It provides a binary assignment of a particularly strategic relevance based on organization’s strategic R&T interests. This means R&T projects with high contribution to the organization’s strategic R&T interests are distinguished from R&T projects with medium to low contribution to the organization’s strategic R&T interests. These assignments are used as target variable for prediction modeling and for the evaluation.

Projects are split in a test and training set. Their description is pre-processed by use of text mining methods. Based on the project description from the training set, a term-by-project matrix is constructed. LSI is applied to calculate hidden semantic textual patterns representing a combination of technologies and application fields. Prediction modeling with cross-validation is used on several rank k models to identify the value of k as the rank of the matrix with the optimal predictive performance. Semantic textual patterns are identified that frequently occur in the descriptions of R&T projects with particularly strategic relevance rather than in the descriptions of other R&T projects. They are used to predict the strategic relevance of an R&T project and thus, the costs of an information leakage. The test examples are projected into the same latent semantic subspace and each project is assigned to risk assessment category ‘+’ if the identified patterns occur in the corresponding description. Otherwise, category ‘-’ is assigned to the R&T project. This assignment is evaluated based on the estimations of human experts.

The identified patterns are selected and for each pattern several search queries are built containing a combination of several relevant terms. The search queries are executed and the received website addresses are sorted by different sections (e.g. country language code). After crawling the full text of the website addresses and after pre-processing, the results also are projected into the same latent semantic subspace as created during training. The number of results per section that contain the identified semantic textual patterns represents the
knowledge distribution. As an example, many websites with a country language code .nl for the Netherlands that contain an identified semantic textual pattern show that the corresponding (particularly strategic relevant) knowledge is also available in the Netherlands. Based on the number of these results per section, each project is assigned to the category 'A' if a worldwide leading knowledge can be seen, to the category 'B' if the knowledge is available only in a few number of countries or corporations, or to category 'C' if the knowledge is distributed worldwide as described in Sect. 2.2.

3.1 Pre-processing

A pre-processing step is used to create a term vector in vector space model. It starts with text preparation where scripting code, tags, and images are removed. Typographical errors are corrected by using a dictionary. The text is split in terms (tokenization) and a conversion of terms in lower case is done. To reduce the number of different terms in the text, term filtering is applied. Stop words as well as terms that belong to a specific category (part-of-speech tagging) are discarded. Terms that appear only once or twice are also discarded based on Zipf's law (Zeng, Duan, Cao, & Wu, 2012; Zipf, 1949). Beside term filtering, term summarizing is also applied by converting terms to their stem (Thorleuchter & Van den Poel, 2012b).

Based on the pre-processing results, term vectors in vector space model are built for each project description. The size of the vectors depends on the different terms in the collection of project descriptions. Weighted frequencies are used for the vectors' components instead of raw frequencies because they improve forecast accuracy (Prinzie & Van den Poel, 2006; Prinzie & Van den Poel, 2007; Thorleuchter, Van den Poel, & Prinzie, 2010d; Van den Poel, De Schamphelaere, & Wets, 2004). To calculate the weight \(w_{ij}\) of a term \(i\) in the R&T project description \(j\), we use the formulation of Salton et al. (1994) that is based on term frequency \((tf_{ij})\), on inverse document frequency \((\log(n/ df_i))\), and on a length normalization factor in denominator.
3.2 Identification of semantic textual pattern with LSI

Each term vector created in the pre-processing step represents a project. A term-by-project matrix is constructed that contains all created term vectors. It consists of a large dimensionality that is unmanageable for further processing and has to be reduced. LSI (Deerwester et al., 1990) can be used together with singular value decomposition (SVD) to reduce the dimensionality by considering relationships between terms. This is done by grouping related terms to several semantic textual patterns. The patterns are selected based on their highest discriminatory power to other patterns. Thus, the reduced dimensionality can be determined by the number of these semantic textual patterns.

Mathematically, SVD splits the term-by-project description matrix \( A \) with rank \( r \) in three matrixes \( U, \Sigma, \) and \( V \) where \( U \) represents the impact of terms on the semantic textual patterns, \( V \) represents the impact of project descriptions on the semantic textual patterns, and \( \Sigma \) is a diagonal matrix containing the \( r \) positive singular values of matrix \( A \) ordered by size.

\[
A = U \Sigma V^t
\]  

The weights for the matrix components of matrix \( A \) can be calculated by

\[
w_{i,j} = \sum_{x=1}^{r} U_{i,x} \cdot \Sigma_{x} \cdot V_{j,x}
\]  

The dimensionality of matrix \( A \) is reduced by selecting a smaller value \( k \) that replaces the value of \( r \). Based on formula 3, the weighted components for the reduced matrix \( A \) with rank \( k \) is calculated. The first \( k \) singular values are considered while the further singular values are

\[
\sum \text{for } x = 1 \text{ to } k
\]
discarded. Further, the first k columns of matrix U and the first k rows of matrix V are considered. As a result, the new k-rank approximation of matrix A with k semantic textual patterns is calculated by the product of the k-rank approximation of U, Σ and V:

\[
A_k = U_k \Sigma_k V_k^t
\]  \hspace{1cm} (4)

The reduction of matrix A requires the selection of the value of k. k is the number of semantic textual patterns in the collection of all project descriptions. These patterns are used in a predictive model to classify projects as sensitive concerning espionage. The predictive performance of this assignment depends on the value of k. This is because a large value of k leads to the extraction of a large number of semantic textual patterns. Many of them cannot be used for prediction because they are probably irrelevant or unimportant for this task. Otherwise, a small number of k probably discards many relevant and important semantic textual patterns. This reduces prediction performance. We use an operational criterion as mentioned by Chen et al. (2010) for determining an optimal number of k. This criterion creates several rank-k models. It uses a parameter-selection procedure and a fivefold cross-validation to identify the rank-k model with the best predictive performance (Thorleuchter, Herberz, & Van den Poel, 2012; Thorleuchter & Van den Poel, 2012a).

The semantic textual patterns of the test examples have to be compared to those patterns created by the training examples and successfully used in prediction modeling. Thus, patterns from the test examples are projected into the same LSI-subspace as created by training (Zhong & Li, 2010). After pre-processing of test examples, each test example is represented by a term vector \( A_d \) as described in Sect. 3.1. \( A_d \) is used to calculate a new vector \( V_d \) for the project description \( d \) with

\[
V_d = A_d' \cdot U_k \cdot \Sigma_k^{-1}
\]  \hspace{1cm} (5)

Here, \( U_k \) and \( \Sigma_k \) are used as described in formula 4 and the components of the new vector \( V_d \) represent the impact of the project description on every semantic textual pattern as identified by training. Thus, this vector can be integrated into the matrix \( V_k \).
3.3 Prediction Modeling

Prediction modeling is applied to predict an espionage sensitivity of R&T projects. The prediction is based on information about the espionage sensitivity of R&T projects in a training set. Logistic regression (Allison, 1999) is used to predict an espionage sensitivity of each project in a test set. The rationale standing behind logistic regression is easy to comprehend for decision makers (DeLong, DeLong, & Clarke-Pearson, 1988), the overall computing time is low, and it leads to robust results (Greiff, 1998).

The set \( T = \{ (x_i, y_i) \} \) consists of a concept vector for each project \( x_i \in \mathbb{R}^k \) and of a binary target variable \( y_i \in \{0,1\} \). The concept vector represents the impact of a project on each semantic textual pattern as calculated in Sect. 3.2. A value of one for \( y_i \) indicates that the corresponding project is sensitive concerning espionage and a value of zero indicates that it is not. Based on a parameter vector \( w \) and on an intercept \( w_0 \) as calculated from a training set, logistic regression calculates the probability \( P( y = 1 | x ) \) that a project from a test set is sensitive for espionage by

\[
P( y = 1 | x ) = \frac{1}{1 + \exp(- ( w_0 + w x ))}
\]

As a result, each project from the test set is assigned to a risk assessment category ‘+’ if this probability exceeds a specific threshold.

3.4 Web Mining

The aim of the web mining step is to build and execute search queries to identify documents in the internet where the selected semantic textual patterns occur. For each of these semantic textual patterns, we identify five relevant terms that have an impact on this pattern above a specific threshold and that also have a term weight above a specific threshold (Thorleuchter & Van den Poel, 2011b). A search query is build for each pattern that consists of these five terms. The search queries are executed by use of Google as internet search engine. We use the web search advanced programming interface to enable an automatic
execution of search queries and to enable an automatic processing of the results. Further, the Google translate advanced programming interface is used to enable an automatic translation of the terms in a search query from the target language (English) to several languages as available by the interface.

The search queries are executed and the received website addresses are sorted by different sections (e.g. country language code). The full text of the website addresses is crawled and the results are translated to the target language by use of the interface. After pre-processing (see Sect. 3.1), the textual documents also are projected into the same latent semantic subspace as created during training (see Sect. 3.2). For this, a concept vector is created for each document that represents the impact of the document on each semantic textual pattern (see Sect. 3.3). Further, prediction modeling is used to identify these documents, which contain information that is sensitive concerning espionage from the point of view of the own R&T strategy. These results are selected; the other are discarded for further processing.

The concept vectors of each R&T project from the test set are compared to all concept vectors from the selected results. A similarity measure is used to identify results with a similar impact on the semantic textual patterns and thus, with similar R&T activities.

The number of similar results (in total or split in different sections) is used for analyzing. A very small number of results show that worldwide the R&T activities in a project seldom occur and thus, the knowledge gained from the project is worldwide leading (category 'A'). A medium number indicates that further organizations also gained knowledge from these R&T activities. Then, the project can be assigned to category 'B' while a large number of results can be used to assign a project to category 'C'.

3.5 Evaluation criteria

This evaluation investigates the successfulness of the proposed automated approach that is based on a manual evaluation as done by human experts. The commonly used criteria are
applied: the lift, the sensitivity, the specificity, and the area under the receiver operating characteristics curve (AUC).

The lift is a performance measure that is often used to measure classification performance for business applications. In this paper, it measures the increase in density in a specific percentile of the number of projects with high information leakage risk category relative to the density of all projects in total. For protecting projects from espionage it is important to increase the density of projects with high risk category especially in the top 10 to top 20 percentile because limited budgets and personnel resources for this task forces R&T planners to process risk reduction measures only for a small number of projects.

True positive (TP) is calculated by the number of projects with high espionage risk that are classified correctly while false negative (FN) is the number of these projects that are classified not correctly. The number of projects with low espionage risk that are classified correctly is true negative (TN) and false positive (FP) is the number of these projects classified not correctly. Then, the sensitivity is calculated by TP/(TP+FN) and the specificity is calculated by TN/(TN + FP). It is important to know that these criteria are varied if the value of the threshold is varied.

To be independent of a varied threshold, the AUC is used that is based on the receiver operating characteristic curve (ROC) (Migueis, Van den Poel, Camanho, & Cunha, 2012). It measures the area under a two dimensional plot as created by use of the sensitivity and the specificity criteria (Van Erkel & Pattynama, 1998). Hanley & McNeil (1982) show that for binary classification, the AUC is a successful performance measure.

4 Empirical verification

In a case study, we investigate the information leakage risk of defense based R&T projects funded by the German Ministry of Defense (GE MoD). Each project that has a long-term strategic relevance based on the R&T strategy of the GE MoD is classified as sensitive. Most R&T projects are processed to examine the potential of new technologies in general, to solve...
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a current technological problem as occurred by the use of weapon systems, to improve the performance of existing weapon systems, or to satisfy current legislation (e.g. environment protection). These projects are not strategically relevant or they are at least of short-term strategic relevance. Thus, only 20% of all R&T projects investigate technologies in a specific application field that is of long-term strategic relevance for GE MoD.

Descriptions of more than 2000 R&T projects processed between 2000 and 2010 are selected. Defense based R&T is predominated by the United States of America (USA) because of their large defense budget. Thus from the GE MoD point of view, we define a worldwide leading knowledge in a technology (category 'A') as a knowledge that is worldwide unique by excluding knowledge available in the USA. Further, technological knowledge is defined as competitive (category 'B') if the technological knowledge of GE MoD is also available in other high-tech countries e.g. European Union member states, Russia, China, Japan etc. Otherwise, the corresponding R&T project is assigned to category 'C'.

<table>
<thead>
<tr>
<th>Training set:</th>
<th>Number of R&amp;T projects</th>
<th>Relative percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitive R&amp;T projects</td>
<td>193</td>
<td>20</td>
</tr>
<tr>
<td>Non-sensitive R&amp;T projects</td>
<td>772</td>
<td>80</td>
</tr>
<tr>
<td>Total</td>
<td>965</td>
<td></td>
</tr>
<tr>
<td>Test set:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitive R&amp;T projects</td>
<td>193</td>
<td>20</td>
</tr>
<tr>
<td>Non-sensitive R&amp;T projects</td>
<td>772</td>
<td>80</td>
</tr>
<tr>
<td>Total</td>
<td>965</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Characteristics of the data

In Table 1, the information about the training and test set is summarized. Both sets are randomly selected. The training set is used to calculate the semantic textual patterns and to estimate a regression model. The test set is used to evaluate the performance of the
regression model. Evaluation results are compared to the frequent baseline as indicated by the relative percentage in Table 1.

4.1 Optimal dimension selection

To reduce the dimension of the term-by-project matrix, a cross-validated AUC is applied on the semantic textual patterns (dimensions) (see Fig. 2). It shows that the performance increases strongly up to the number of 50 patterns. From 50 patterns on, only a small increase in performance can be seen. A large number of patterns results in a large computational complexity. Thus, at 50 patterns an optimal point is reached concerning computational complexity and performance. The variable k is set to 50 and the examples from the test set are integrated into the latent semantic subspace that consists of these 50 semantic textual patterns.

Figure 2: Calculating an optimal SVD dimension
### 4.2 Predicting espionage risk of R&T projects

The proposed methodology is applied and after the prediction modeling step, the R&T projects are assigned to category ‘+’ and ‘-’. In the web mining step, the number of similar results is split in different sections (see Sect. 3.4). Sections are defined as the top-level-domain country code (ccTLD). The about 200 codes (e.g. .de for Germany) represent countries and the number of results per country is counted. The country codes for the USA are not considered. If the number of German results is much larger than the numbers of other nations then the corresponding R&T projects are assigned to category ‘A’. If the number of German results is high and comparable with the numbers of some other countries then the corresponding R&T projects are assigned to category ‘B’. Otherwise, if a low number of German results can be seen compared to the number of other countries then the corresponding R&T projects are assigned to category ‘C’.

This research considers the fact that the number of websites in some top level domain country codes is larger than in other. As an example the German country code '.de' contains more websites than the Dutch country code '.nl' because much more people are living in Germany than in The Netherlands. Thus, a search query restricted on the German country code normally gets more results than the same (translated) search query restricted on the Dutch country code. For the calculation of the number of results, country weighting factors are used where e.g. a result from the '.nl' country code gets a larger weight than a result from the '.de' country code.

### 4.3 Comparing predictive performance

Based on the methodology of Thorleuchter (2004) (see Sect. 2.2), a manual assignment of R&T projects to the labels ‘+’ and ‘-’ as well as to the labels ‘A’, ‘B’, or ‘C’ have been done by human experts from 2004 on. Thus, each of the 2000 R&T projects is manually labeled. However, risk reduction measures are processed only to the top 10 to top 20 percentile of projects with high risk category. Practically, all projects labeled with ‘A+’ are selected for further processing and none project that is labeled with ‘A-’, ‘B+’, ‘B-’, ‘C+’, and ‘C-’. Thus,
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the assignment of further labels to the projects is not of interest. To consider this fact, only projects labeled with ‘A+’ are defined as projects with a high espionage risk and this definition is used as ground truth for the evaluation.

The cumulative lift curve in Fig. 3 shows the increase in density of all ‘A+’ labeled projects relative to the density of all projects in a specific percentile. In each percentile, the curve lies above the baseline that means the density of the R&T projects with high espionage risk is greater than the density of the baseline. However, it is more interesting to notice the large increase in density in the top 10 and in the top 20 percentile because this enables the selection of a small number of projects with high espionage risk for processing risk reduction measures.

Figure 3: Cumulative lift value of the test set and of the baseline

The AUC is a performance measure for the binary classification of the proposed methodology (an R&T project is labeled with ‘A+’ or not) based on the ground truth as
defined above. The ROC curve that is created by the processing of this case study lies above the ROC curve of the baseline and thus, a significant improvement of the AUC from the baseline (50.00) to the test set (66.20) can be seen ($\chi^2=0.02$, d.f.=1, $p<0.001$).

Figure 4: Sensitivity - specificity diagram of test set and baseline

4.4 Case study results

Examples for the technologies and the corresponding application fields extracted from the semantic textual patterns are presented below:

Meta-materials are materials with simultaneous negative dielectric constant and permeability. It seems that they contradict some optical laws because of their negative optical refractive index. The results of the case study show that projects applying meta-material technology in specific application fields are sensitive concerning espionage. Examples for applications are
super-lenses that can be focused independent of light-wave length, antennas with improved emanation characteristics, suppression of parasitic waves in HF and microwave circuits, new types of optical and microwave elements (beam shapers, couplers, modulators, wave guides, resonators), and improved coatings for stealth aircraft.

In the field of semiconductor and LED laser technology, diode lasers are being developed in a wide spectral range (from ultraviolet to infrared) and with different emitting power. Examples for sensitive technologies and their applications are diode lasers operating in the mid-infrared range developed for optical countermeasures, short wavelength diode lasers for data storage, high-power diode lasers (emitting about 1 µm) for materials processing, and quantum cascade diode lasers with long wavelengths for sensor applications, including detection of hazardous substances and combat agents.

A further example is the infrared detector technology that is being developed for the atmospheric windows from 3 to 5 µm und 8 to 12 µm. New generations of infrared detectors are based on (Al-GaAs) quantum-well structures or on group-III antimonides. Sensitive projects apply this technology by creating a passive infrared detectors with high thermal and spatial resolutions with up to 640 x 512 pixels, by creating bi-spectral infrared detectors, and by creating thermal imaging cameras with two wavelengths for simultaneous detection (in both windows or in one) to permit an improved camouflage detection.

5 Conclusions

This work provides an automated approach based on text classification that calculates the information leakage risk of R&T projects that means the costs of an information loss and the probabilities that this loss will occur. Thus, it enables an automated identification of projects with high espionage risk. Literature introduces manual approaches where human experts evaluate the espionage risk of a few number of projects. However considering the large number of R&T projects in a country, in a specific application field, or in a research program this task only can be performed automatically for performance reasons.
Text classification is used because the identification of projects - that are a profitable target for espionage in contrast to projects that are not - depicts a binary classification model where a binary text classification approach can be applied. Based on these results, the risk can be calculated automatically for a further risk management process. This is in contrast to existing qualitative approaches.

The approach uses latent semantic indexing (LSI) to identify semantic textual patterns occurring within the textual information. These semantic textual patterns are used as variable in a binary prediction model to calculate the costs of a potential loss. Further, textual information about related technologies and application fields available in the internet are collected and integrated in this approach. This shows the competitive situation of a technology - application field combination and it enables the calculation of the probability that the loss will occur. Based on both calculations, the information leakage risk of R&T projects is estimated.

Overall, this approach is successful in the identification of projects with high espionage risk and it helps researchers, research planners, and governmental agencies to ensure the processing of risk reduction measures despite limited resources.
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