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Abstract

With the growing use of Deep Neural Networks (DNNs) in various safety-critical applications comes an increasing need for Verification and Validation (V&V) of these DNNs. Unlike testing in software engineering, where several established methods exist for V&V, DNN testing is still at an early stage. The data-driven nature of DNNs adds to the complexity of testing them. In the scope of autonomous driving, we showcase our validation method by leveraging object-level annotations (object metadata) to test DNNs on a more granular level using human-understandable semantic concepts like gender, shirt colour, age, and illumination. Such an enhanced granularity, as we detail, can prove useful in the construction of closed-loop testing or the investigation of dataset coverage/completeness. Our add-on sensor to the CARLA simulator enables us to generate datasets with this granular metadata. For the task of semantic segmentation for pedestrian detection using DeepLabv3+, we highlight potential insights and challenges that become apparent on this level of granularity. For instance, imbalances within a CARLA generated dataset w.r.t. the pedestrian distribution do not directly carry over into weak spots of the DNN performances and vice versa.

1. Introduction

Verification and Validation (V&V) of Deep Neural Networks (DNNs) remains an elusive but important criterion for the deployment of such modules in safety-critical applications. Particularly for applications in computer vision (CV), or more precisely in automated driving (AD) and medical diagnostics, a lack of rigorous V&V before deployment can lead to catastrophic failures. Standard measures like mean intersection-over-Union (mIoU) or mean average precision (mAP) on test datasets are typically used as performance metrics for DNNs. However, they are not reliable Machine Learning (ML) validation methods due to the limited information they provide to the developer about the DNN behaviour. In addition to developing new metrics [17, 20, 21] to evaluate, e.g., uncertainty and robustness, ML developers can also be supported by providing techniques to evaluate their DNNs at a more granular level. In our work, we show that such systematic evaluation is possible using synthetic data generated from computer simulators such as CARLA [4].

In automated driving, typical computer vision tasks are object detection and semantic segmentation. For the most part, DNNs performing these tasks operate on the data from a front-facing camera of the vehicle. They are trained with real-world data that is both expensive and time-consuming to collect and label [3]. Considerations regarding the V&V of such DNNs should take into account the following two points: (i) The image space on which these DNNs operate is enormous, and there are currently no methods to estimate if any training dataset is sufficient to cover the operational domain of the task. (ii) While large-scale datasets are available for training and testing [3, 6], these datasets only contain ground-truth information for the given task without any information about the semantics present in the image. This semantic information about the scene or its objects, like the scene’s brightness, weather conditions or the gender, shirt and age of a pedestrian in the scene, could help to evaluate DNNs at a more granular level. While extracting these semantics out of real-world data is time-consuming and expensive, simulations offer the flexibility to include such object-level annotations (object metadata) along with raw image and ground-truth during data generation. The goal of this work is to show that above points can be addressed by generating synthetic data plus metadata using the
CARLA simulator to enhance the validation of the DNNs. Since it is not possible to generate metadata with the current version of CARLA, we add a new sensor to the simulator to make our validation possible.

We propose to evaluate the performance of DNNs along semantic dimensions as shown in Figure 1. Note that this is only a simplistic representational sketch of our concept. We can consider the intersection-over-union (IoU) of a semantic segmentation network or, in practice, any other DNN metric on a per-pedestrian or per-image basis along one axis. The other two axes contain semantic and non-semantic dimensions. For example, consider the skin colour of the pedestrians as the semantic dimension. Intuitively, we expect to observe higher IoU in pedestrians with skin colour highly distributed in the training data. If the DNN indeed shows such behaviour, the developer could, e.g., augment the training data with pedestrians of other skin colours to compensate. Similarly, we can also consider the shirt colour of a pedestrian as the semantic dimension under test. Suppose pedestrians with specific shirt colours tend to have higher IoU than others. In that case, the developer can explore the training distribution to uncover whether this is a weakness learnt from the training data. While this is a simplifying view, testing DNNs w.r.t. specific semantic dimensions can still help to detect weaknesses and provide information about coverage of training data.

The remainder of this paper is structured as follows: In the next section, we discuss the related work regarding testing for DNNs. In section 3, we describe the sensor add-on we developed to obtain the necessary metadata from the CARLA simulator. In section 4, we propose a potential closed-loop validation pipeline for DNNs. We describe the validation experiments and provide the results in section 5. Lastly, we provide a brief summary and conclude our work in 6.

2. Related works

For real-world validation of AD functions, Kalra and Paddock [8] estimated that the vehicles would need to be driven hundreds of millions to hundreds of billions of miles in order to demonstrate reliability with 95% confidence. In addition, with every major software update or modification, the validation step would have to be repeated. Kalra and Paddock [8] conclude that "Automated Vehicle developers cannot drive their way to safety", and alternative validation methods would be required.

Several works, see [10, 11, 13, 15, 16, 22], have proposed using simulators for training and testing of DNNs. Among these works, [16] propose a label-to-image transfer method to remove the domain gap problem by generating paired datasets to test the performance of networks trained on real-world data. Paranjape et al. [11] propose a simulation environment to generate scenarios for testing autonomous vehicles. [10] study the effect of combining real and synthetic datasets as a way to augment real-world data. [13, 15, 22] released synthetic benchmark datasets for DNN research.

In addition to CARLA simulator [4], several other proprietary and open-source simulators [1, 14, 18] with real-time engines are available for autonomous driving research. We use the CARLA simulator in our work for the flexibility it provides for modifying source code to add new sensors.

Syed et al. [19] also propose a validation engine approach in which parameters in the scene can be varied. Our proposed test method is similar to their approach. However, our approach grants the developer greater flexibility to control the training distribution. There is also no issue of domain gap as training, and test data are from the same domain. Parallel to our work, Lyssenko et al. [9] present a CARLA-based extension to perform validation of DNNs by considering the pedestrian distance from the ego vehicle as a safety relevance metric. However, they mention that their bounding box retrieval method for getting instances has some issues. Our proposed method does not make use of the bounding boxes for extracting instances.

3. Metadata generation in CARLA

CARLA simulator [4] is an open-source project developed using the UNREAL Engine [5] for the simulation of urban driving to further autonomous driving research. The simulator is set up as a server-client model in which the server is initialized as a 3D world filled with dynamic and static assets. By default, several different “maps” with pre-
positioned buildings, roads and scenery (e.g. hills or vegetation) are available for use. Using a Python API, multiple clients can interact with the server, create dynamic or static objects in the world, extract sensor output, and modify global parameters like weather or traffic conditions. Generating semantic segmentation datasets with CARLA is relatively straightforward by designing a client that spawns an ego vehicle with an RGB camera sensor and a predefined semantic segmentation sensor. These sensors record and save the output as the ego vehicle drives around the town. Additional clients can be used to fill the world with other participants like pedestrians and other vehicles and to change the weather dynamically. All these steps are possible out-of-the-box with the latest CARLA version (v0.9.11). However, the latest version does not include instance segmentation or metadata of the pedestrians in the scene. Although we know which pixels in an image belong to a pedestrian, we cannot link the pedestrians to their digital asset, i.e. we cannot generate pedestrian-specific metadata. As also discussed in Lyssenko et al. [9] this lacking separability and identifiability of individual pedestrians can be challenging for some more advanced analysis (depth-based in their case) and requires a workaround.

In this work, we introduce a simplistic pedestrian instance detection sensor to the CARLA simulator. This sensor allows us to link the pedestrians in the RGB camera to their digital assets. Our pedestrian detection sensor builds upon the radar sensor in CARLA. Since new sensors cannot be added using the Python API, we modified the CARLA source code to make the addition. The code for our sensor extension is publicly available\(^1\). Since the sensor has to detect pedestrians in the field of view (FOV) of the RGB camera sensor, we set the horizontal and vertical FOVs similar to the RGB camera. The UNREAL Engine provides a function UWorld::LineTraceSingleByChannel that traces a ray from the point of origin to the first blocking hit. While the radar sensor uses this function to simulate radar behaviour, we use it to get the instances of the first blocking pedestrian in front of the ego vehicle. An instance id in CARLA is a unique identification number assigned to an asset when the asset is spawned in the world for that specific run. These instance ids provide the link to the digital asset that the pedestrian belongs to. We save pedestrians instances detected per run of the sensor. In Figure 2, a sample RGB camera output and its corresponding semantic segmentation sensor output are shown. While these two could be generated easily, with our sensor, we can also extract metadata of the pedestrian and the scene as shown in Listing 1.

\(^1\)https://github.com/sujan-sai-g/Semantic-Concept-Testing-using-CARLA

Figure 2. Here we have a sample RGB and semantic segmentation image from our generated CARLA dataset. While these are generated with minimal effort using the simulator, the corresponding metadata shown in Listing 1 was extracted using our extension.

<table>
<thead>
<tr>
<th>&quot;Pedestrian_data&quot;:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;instance_id&quot;: 220,</td>
<td></td>
</tr>
<tr>
<td>&quot;pedestrian_asset_id&quot;: 0005,</td>
<td></td>
</tr>
<tr>
<td>&quot;world_x_coordinate&quot;: 190.0,</td>
<td></td>
</tr>
<tr>
<td>&quot;world_y_coordinate&quot;: 147.0,</td>
<td></td>
</tr>
<tr>
<td>&quot;gender&quot;: &quot;female&quot;,</td>
<td></td>
</tr>
<tr>
<td>&quot;shirt_colour&quot;: &quot;green&quot;,</td>
<td></td>
</tr>
<tr>
<td>&quot;pant_colour&quot;: &quot;red&quot;,</td>
<td></td>
</tr>
<tr>
<td>&quot;skin_colour&quot;: &quot;white&quot;,</td>
<td></td>
</tr>
<tr>
<td>&quot;age&quot;: &quot;adult&quot;,</td>
<td></td>
</tr>
<tr>
<td>&quot;Global_data&quot;:</td>
<td></td>
</tr>
<tr>
<td>&quot;sun_angle&quot;:30.0,</td>
<td></td>
</tr>
<tr>
<td>&quot;sun_azimuth_angle&quot;:250.0,</td>
<td></td>
</tr>
<tr>
<td>&quot;fog_density&quot;:10.0,</td>
<td></td>
</tr>
</tbody>
</table>

Listing 1. Example of image level JSON file describing pedestrian and global metadata.
4. Validation Pipeline

As shown in Figure 1, our goal is to evaluate DNN behaviour along semantic dimensions. With our sensor extension to CARLA, such granular testing is made possible. A potential application could be closed-loop testing or similar approaches which aim at an iterative improvement of a given DNN. Figure 3 shows a high-level concept of such a closed-loop validation approach that builds on semantic testing and includes a feedback loop where the DNN behaviour is both studied and modified with the aim of improvement. The training and test data are initially generated by following some Operational Design Domain (ODD) parameters defined for the task. The DNN is trained on that preliminary training data and tested with the preliminary test datasets.

The test scenarios can be of two types: (i) a holdout test dataset with similar distribution to training data. (ii) specially designed test datasets where only a specific semantic concept is varied, e.g. the pedestrian asset changes, but everything else remains constant. The trained DNN is tested on these test datasets, and per-pedestrian or per-image performance metrics are extracted from the DNN. For our experiments, the IoU of a pedestrian is the metric under consideration.

A semantic testing setup as proposed should ideally uncover systematic weaknesses in the DNN. Since the DNNs learn from the training data, the goal is to fix systematic weaknesses by modifying/augmenting the training data. The DNN developer can query more data from a simulator, e.g., CARLA, with the required semantic properties to augment the overall training dataset and improve the DNN. After retraining, the overall process would be repeated to check if the DNN has indeed overcome the systematic weaknesses uncovered in the last run. By generating a large dataset of scenarios that are critical for safety, a DNN developer can iteratively test the DNN until performance reaches the required levels on all test scenarios. When a DNN fails in any given scenario, the developer can detect the possible weakness. While adding the failed scenarios directly to the training would overcome the weakness, it would also imply a direct (over-)optimization on the test invalidating its result in the next iteration. Therefore, identifying lacking training data is a crucial ingredient to any form of closed-loop approach. The granularity of the metadata and flexibility of the engine might play a vital role in this. For example, having the actual colour of the pedestrian shirt (like blue or black) as metadata instead of broader categories (such as bright or dark) could be much more beneficial for the validation and interpretation of results.

This work investigates how strongly results from tests are linked to the training data distribution when queried based on semantic categories. This could give insight into the feasibility and challenges of such a closed-loop or iterative testing and development approach. A strong connection between discovered weak spots and the original training distribution would afford an “easy” remedy by altering the latter.

5. Experiments

5.1. Dataset

The CARLA simulator has multiple maps available with different town architectures pre-built. We choose "Town02", a map containing a small town with narrower roads, for our experiments. These narrower roads of the town lead to more instances of pedestrians being closer to the ego vehicle and therefore larger in size, which in turn leads to better performance of the model on the pedestrian class compared to models trained on data generated from a larger town with relatively wider roads. The semantic segmentation sensor maps the image to 23 classes, the default mapping available in version 0.9.11 of the CARLA simulator, which is similar to the Cityscapes [3] class mapping. To generate the training data, we wrote a CARLA client using the Python API that spawns an ego vehicle at a random point in the town and drives around automatically. Furthermore, we make use of CARLA simulator example code spawn_npc.py to fill the world with 150 pedestrians and 30 vehicles. The pedestrians, for example, are spawned randomly on a set of predefined pavement locations.

The data is generated in different sequences. Each sequence is initialized with the same initial settings, like the number of AI actors and weather, to ensure that the data distribution remains the same. But, the spawn points of AI actors and the ego vehicle are random for each sequence.

The ego vehicle has an RGB sensor, a semantic segmentation sensor, and the pedestrian detection sensor we developed. The RGB and semantic segmentation sensors each have a resolution of 1920 × 1280 with 90° horizontal and 60° vertical field of view (FOV). The pedestrian detection sensor projects beams with horizontal FOV of 95° and vertical FOV of 50° using 200,000 points per scene. The maximum range of the beam is 200 metres, and the points are projected to form a cone with a rectangular base. These values were obtained heuristically to maximize pedestrian detection without increasing the points per scene, which is computationally expensive. If there are only a few pixels in a scene belonging to a pedestrian due to occlusion, our sensor could fail to detect and extra the metadata. While we can avoid this by increasing the points per scene, we neglect these corner cases for our preliminary experiments.

We generated 10,099 images, ground-truth and corresponding pedestrian and global metadata. From these generated data, we use 7394 for training, 1303 for validation and 1402 for testing. The validation data is used for hyper-parameter tuning and for choosing the best perform-
The proposed concept for a closed-loop validation method. The validation is performed by leveraging metadata generated from our CARLA sensor extension.

The test and validation data have a similar distribution to the training data. All three datasets have the default weather setting in CARLA. Furthermore, we generated the following separate datasets with specific scenarios for semantic testing.

- **Varying position**: For this experiment, we use a single isolated pedestrian (asset 0015) for each image and vary only its position and rotation while keeping all other semantic properties the same, compare Figure 2 for a sample image. We measure the pedestrian’s position relative to the ego vehicle: \(x\) varies between +7 meters (right) to -6 (left) and depth \(y\) changes between 10 and 35 meters. The depth is deliberately limited to 35 as we consider these pedestrians as safety-relevant for our experiment. We chose -6 on the left side as obstacles on the pavement lead to collisions while spawning the pedestrian. Each position is sampled five times with varying orientations of the asset. In total, we generate 2046 images for this test dataset.

- **Varying digital asset**: The second experiment uses the same setup as the first but fixes the pedestrian’s position at the image centre, again see Figure 2. Instead of the position, which remains fixed, we sample all 26 CARLA pedestrian assets (20 adults, six children). Again, we vary the orientation of each asset five times. We generate 181 images for this test dataset.

The setup is used to generate a second dataset of identical size and making, except that the daytime is set to nighttime to perform an extrapolation experiment.

### 5.2. DNN Training

We use a DeepLabv3+ [2] with a randomly initialized Resnet-101 [7] backbone to perform the semantic segmentation task. The entire DNN is trained from scratch with a stochastic gradient descent (SGD) optimizer with momentum 0.9, weight decay of 5e-4 and a learning rate of 5e-3, along with a poly learning rate scheduler. We train for fifty epochs with a mini-batch size of two. We use PyTorch [12] for our implementation. We resize the images from \(1920 \times 1280\) to \(1080 \times 1080\). Further data augmentation techniques like random horizontal flipping (rate=50%) and random scaling are used. In addition, the images are normalized with mean=(0.485, 0.456, 0.406) and standard deviation=(0.229, 0.224, 0.225). Mean intersection-over-union (mIoU) is chosen as the performance metric.

For comparison, we train five models with different random seeds and perform our experiments on all of these five models. The best performing model for each seed is chosen based on the mIoU on the validation data. Each model achieved at least 70% mIoU over all classes on a holdout test dataset with a similar image distribution as the training set. However, for our experiments, we only focus on the pedestrian class and its corresponding IoU. To extract IoU at an instance level of individual pedestrians, we perform a post-processing step. First, using bounding-box information, we crop rectangular patches of each pedestrian from both the semantic segmentation ground-truth and the DNNs prediction image. We then calculate the IoU of classes inside this cropped patch. These steps are repeated for all pedestrians in an image to get the instance IoU. Note that this can lead to faulty IoU calculation when pedestrians overlap in the cropped images.

### 5.3. Results

#### 5.3.1 Generalization gap

With the availability of metadata, we can explore the generalization gap of the DNN on training and test data at a more granular level. Instead of evaluating a DNN by averaged measures such as mean IoU, we can resolve the metric along semantic concepts like pedestrian asset type or pedestrian skin colour. In Figure 4, we see the IoU of the pedes-
The points represent the average IoU for each pedestrian asset, along with the respective standard deviation given by the green lines. As indicated by the bars representing the standard deviation for the IoU of each pedestrian asset, performance varies strongly even for a fixed asset, potentially due to other parameters such as distance to the camera. These fluctuations, paired with the comparatively small size of the (per asset) test dataset, might explain the otherwise uncommon negative generalization gaps.

5.3.2 Tests with special scenarios

With the flexibility of synthetic data simulators, we can also vary specific parameters in a scene to evaluate the performance of a DNN. We generated scenario-specific test datasets to test the DNN behaviour. We perform the experiments based on the scenarios mentioned in 5.1.

The results of the experiment with varying position are shown in Figure 5. This plot shows the top-down view of the scene in Figure 2, where each point represents the position of the pedestrian. The origin of the x-axis is the centre of the ego vehicle, and positive (negative) values indicate a shift of the asset to the right (left, respectively). The y-axis represents the depth of the pedestrian in the image, i.e., how far the pedestrian is away from the ego vehicle in the direction of travel. The pedestrian shown in Figure 2 is at position x=0, y=12. Red colour indicates higher IoU while blue indicates lower IoU, averaged over results from five models, each adopting over five orientations for each position. Intuitively, we expect pedestrians closer to the centre of the image, i.e., closer to the ego vehicle, to have higher IoU. While this is true, the IoU is not symmetric w.r.t. to x. To the right, performance decreases for x ≥ 6 while for -6 IoU is higher at lower values of y. One potential explanation for this could be that the pedestrian at +6 and +7 are positioned on the grass. As the training data is generated with dynamic actors where pedestrians movements are predefined, pedestrians are mostly situated on pavements and crossings. This difference between train and testing data distribution based on position could be a reason for the lower IoU.

The data is generated without placing pedestrians at position x=-7 as the obstacles on the pavement like the street lamp cause collisions when spawning pedestrians. Spawning pedestrians on the road can sometimes lead to unexpected behaviour in the CARLA simulator, as seen by the lack of data points at y=27. The documentation recommends to spawn at specific predefined points to avoid this situation. However, due to the nature of our experiment, we spawn the pedestrians on the road as well as the pavement and grass.

In the experiment with varying digital asset, we keep the position of the pedestrian fixed, and the weather remains the same as the training distribution (daytime). The pedestrian position relative to the ego vehicle is x=0, y=12. Figure 6 shows the average IoU grouped by asset type as bar...
We order the asset types by asset id numbers from CARLA along with the age meta-information. In addition, we also include the skin colour of the pedestrian (brown, tanned, white) as the colour of the bars. We see that the performance among the assets is not the same, although all other semantic properties like scene and position are kept constant. We introduce variance within our five experiments by randomly varying the pedestrian orientation in each run. The standard deviation for some assets, e.g. assets 11 and 14, are almost double compared to other assets such as ids 4, 19, and 24. Most of the pedestrians with white skin colour have lower performance than brown and tanned. To study if these particular assets are underrepresented in the training data, we looked at the count of pedestrians in training data grouped by asset type, see Figure 6. We see that while asset id 26 is both strongly represented and has a high IoU, the same does not hold for asset 8, which despite significantly smaller representation, has a comparable IoU. This shows that the distribution in training data cannot be the only parameter impacting IoU. For instance, asset 12, a child whose distribution in training is equivalent to the adult 26, shows reduced performance compared to the adult. In CARLA, the child assets are around half the height of the adult assets. This leads to a relative reduction in pixel area for the child asset if both assets, such as here, are compared at the same distance, which might also impact the performance of the DNN. However, further experiments are needed to pinpoint more relevant semantic dimensions due to which there is a difference in IoUs for different assets.

5.3.3 Extrapolation to unseen data

The previous experiments followed a similar distribution of the test and train datasets as the overall simulation parameters such as the town map, daylight and weather were kept the same. To study the extrapolation capability of DeepLabv3+, we extended the varying digital asset experiment by introducing nighttime as a semantic change as shown in Figure 7. Looking at the IoU grouped by asset type as before, we see a significant reduction in performance for all assets in Figure 8. However, the drop in performance is not distributed homogeneously. For example, while asset 15 had high IoU in the daytime, the reduction in performance is more significant than other assets like ids 26 and 4. Similarly, asset 20 has a significant reduction compared to daytime performance. Especially for the child assets, the IoU is consistently less than 5%. We place the pedestrians under a streetlight in this experiment, which might lead to slightly better performance than other placements. For e.g., this experiment could be extended to changing two semantic dimensions by placing pedestrians on the grass as an additionally challenging position while keeping nighttime to study DNN behaviour across two semantic changes.

6. Conclusion

We presented two contributions: At first, we showed how the CARLA simulator could be extended by an additional sensor that allows for logging of granular scene meta-information with limited effort. We demonstrated this by resolving where and which type of pedestrian asset, i.e. the corresponding 3D model, is situated in an obtained image. While this is a technical contribution, we also showcased...
Figure 7. A sample image for varying digital asset experiment at nighttime.

Figure 8. The average IoU is calculated by grouping by pedestrian asset type for the nighttime experiment. In comparison to Figure 6, the performance is consistently lower. The pedestrian asset id plus age are shown as y-axis ticks. The colour of the bar indicates the skin colour of the pedestrian (Best seen in colour).

how we can use such metadata to test DNNs along semantic dimensions. This provides an effective way to check for the presence of weaknesses or learnt shortcuts. For instance, we showed in Figure 4 that, given a trained DeepLabv3+ segmentation DNN, specific pedestrian assets are statistically better resolved (i.e. possess consistently higher IoU) than others when comparing performance on training and holdout test datasets. Using CARLA further to investigate specific test scenarios, we demonstrated in Figures 5 and 6 that performance differs even more significantly among assets and semantic dimensions such as position in a given scene. Similar statements hold for the case of extrapolation as shown in Figure 8, where observed performance losses were asset-specific, a property hard to resolve without good control over the metadata.

The results from Figure 6 also showcase the problems of identifying relevant semantic dimensions and ensuring that they are indeed correct. For example, while age in the simulation might be a good predictor for IoU performance, the result might be correlation rather than causality. Instead, majority of the effect is likely attributed to the physical size of the pedestrian, which is not fully determined by age. Therefore, choosing the appropriate semantic dimension is essential to perform validation. It is potentially impossible to find and test all potentially relevant semantic dimensions, i.e. to achieve completeness, due to their large number and difficulties to extract and generate them even in simulation. Nonetheless, even studying a limited set of metadata and resulting performance measures can point towards potential failure cases or weak spots.

Linking the experimental results to the training data distribution appears to be non-trivial. On the one hand, unseen scenarios such as nighttime lead to tremendous performance deterioration. On the other hand, shifts in relative distributions among different assets do not directly translate to observable performance differences. We highlight that we did not leverage the complete metadata available and provide our experiments as a proof-of-concept. Also, modifications to the training distribution, e.g. adding night scenes or further skewing the pedestrian distribution and retraining and re-evaluating the network based on such modifications, is left for future work.

Considerations in this direction are important as it is a common, and to some extent justified, assumption that DNNs as data-driven models suffer from weaknesses that stem from incomplete or lacking training data. Many improvements aim to compensate for or find such missing data, e.g. via closed-loop testing. In this regard, our CARLA sensor extension offers a principled way to study such concerns in the future.
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