Temperature control of an SThM micro-probe with an heat source estimator and a lock-in measurement
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Abstract
In view of qualitative temperature measurement by scanning thermal microscopy, we introduce a model-based control law for a new microfabricated probe. The underlying model is the space-time two-scale electro-thermal model presented in [15], since it has the power to represent transients of harmonic modulations. The control method accounts for an estimation of the heat source in the sample and for the delay in the lock-in filter based observation. Experiment-based model calibration is a prerequisite and is discussed in detail.
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1. Introduction
The Scanning Thermal Microscopy (SThM) is a kind of scanning probe microscopy for mapping thermal transport and temperature on surfaces. During the last twenty years, systems combining an AFM cantilever with a thermo-resistive three dimensional tip have been developed [16, 6, 17, 14]. Here, we refer especially to this developed by Gotszalk and his coworkers in [18, 9, 8]. Recently, Janus and his colleagues have proposed a novel design [11] expecting quantitative temperature measurement in the range of 1K with a resolution of few tenths of nanometers. Main novelty of proposed solution is the deflection measurement technique based on piezoresistive deflection sensing. This type of detection allows for removing laser spot that, according to authors previous works, causes unwanted heat at tip’s area [10]. Moreover, this type of probe can be easier integrated with nanomanipulator arm or in small AFM head.

The motivation of this technological development is to build a tool capable of analyzing temperature distribution in modern nanodevices, nanostructures or nanocomposites (sub-40nm transistors, SETs, biochemical interfaces, graphene structures etc.). Moreover, the combination of the concepts of AFM cantilever and thermo-resistive probe is a solution for mixed measurements e.g. thermal and electro-probing.

The device is built by microfabrication techniques [11, 10]. The cantilever is made with silicon (Si) body covered by a layer of silicon dioxide (SiO2) that serves as an electrical insulator to the electrical conducting tracks which main body is in aluminum (Al) and which tip is in platinum (Pt), a piezoresistive material. The conducting layer consists of four legs ending to the tip. The outer two legs are used to insert a controlled current and the inner two to measure the corresponding tip voltage drop yielding a four-wire resistance measurement method. For passive measurements the inserted current is set low to avoid significant heating while for active measurements the current tip heating is performed.

![Fig. 1: Scheme of the control loop including a four point probe, a heating current source, a lock-in amplifier for voltage measurement and a regulator.](image)

Figure 1 represent the setup used in the active mode working condition. In the active mode, the tip is heated by a modulated harmonic current source at a frequency ω, ranging from 1 to 10kHz, through the Joule effect and the thermo-resistive tip temperature is evaluated thanks to voltage measurement yielding an evaluation of tip resistance change. For noise cancellation and for separation of harmonics, the voltage is passed through possibly several lock-in filter yielding voltage harmonics at nω for various choices of n. The harmonic current should be regulated in order to keep a constant tip temperature during experiments with alternance of tip-sample contact and non-contact phases. A PID regulator is in use but yields insufficient performances. To overcome this limitation, we develop a model-based control law based on the Lyapunov method. The underlying model is the time-space two-scale electro-thermal model presented in [15] for the same SThM probe that allows for fast and precise computation of all modulated harmonic components near the tip as well as in the whole probe. To be efficient, the control law has also to account for an estimation of the heat source in the sample and for the delay in the lock-in filter based observation. Moreover, in this approach the experiment-based
model calibration is a prerequisite and will be discussed in detail.

The control approach has been derived in the framework of partial differential equations also referred to as infinite dimensional systems, however here we present its finite dimensional counterpart i.e. expressed in matrix form. The infinite dimensional case will be published separately. The presented approach relies on a linearization around an operating point of the model, on the concept of Luenberger state observer, and the convergence relies to the Lyapunov method. For the observer, we combine the approaches of [1] to deal with delay in observations and of [3] and [22] to account for heat source identification.

The rest of the paper starts with a setup description in Section 2.. Section 3. presents our method of probe parameter calibration. The two-scale model is stated in Section 4., it serves as the model used for the control law detailed in Section 5..

2. Setup Description

The novel type of nano-sensor described in this paper, cf. Fig. 2 (a), is equipped with a sharp, conductive tip, cf. Fig. 2 (a) and (b), an integrated deflection sensor, and an actuation system. A modification of a double sided silicon micro-machining process developed for manufacturing of piezo-resistive AFM micro-probes has been adapted to fabricate SThM sensors [7].

![Fig. 2: New probe design (a) global view of the optimized design according to optimization rules in [21] (b) 3D tip before FIB milling (c) tip after FIB milling](image)

The SthM/ECM probes on the market are based on bulky and complicated optical deflection sensors [13]. Therefor, their application in small SEM chambers is difficult. The proposed nano-probes are integrated with piezo-resistive deflection detection, which will significantly improve the system versatility and will enable new applications also in narrow environments as vacuum chambers.

The new SThM nano-probes are designed to operate in two modes. They can be used as a passive thermo-sensing element or as an active heat flux meter. In the latter case, a larger AC current in the range of 1-10 kHz is passed through the resistive tip probe leading to heat dissipation and a heat flow through the tip sample contact into the sample as shown in Fig. 1. The power that is required to maintain a constant temperature depends (among others) on the local thermal conductivity of the sample. During active measurements temperature of the tip is increased by 20-30 K above room temperature. According to the applications, developed SThM nanoprobe will enable surface contact measurements at load force ranging from 10 nN up to 1 \( \mu N \). The load force will be detected with the resolution of 10 pN in the bandwidth of 100 Hz. The low load forces as well as sub-nanometer vertical spatial resolution will be needed in investigations of graphene and molecular samples, whereas the high force will be applied in investigations of high-k insulators.

Going more in details, the body of the probe is made of silicon (Si) covered by an electric insulator layer in silicon dioxide (SiO2), and then by a platinum (Pt) conductor layer. The later consists of four legs ending to the tip. In active measurement mode, the two middle legs conduct a controlled heating current with the aim to keep the thermo-resistive tip at a constant temperature. The two outer legs are for sensing the tip temperature. The heating current is harmonic at a frequency \( \omega \) with amplitude modulation and the tip temperature is evaluated from lock-in amplifications which reference signals are multiples of \( \omega \). An extensive study of this SThM probe, taking into account the full electro-thermo-mechanical behavior in the static regime, has been carried out and reported in [21]. Detailed sensitivity analysis and optimization were investigated.

3. Parameter calibration

The physical parameters taken into account in the thermo-electrical effects considered in this paper are the electrical conductivity, the thermal conductivity, the temperature coefficient of resistance, the density and the specific heat denoted by \( \sigma^0, k, TCR, \rho \) and \( c \).

We distinguish between parameters well established from the bibliography of those to be calibrated. The material parameters of thin layers can deviate from known literature bulk values. In small dimensions the surface and edge effects cannot be neglected compared to the volume effects and additionally the structure of the layer will depend on the manufacturing processing parameters. We consider that the density and the specific heat are neither thickness nor process dependent, so we adopt their bulk values. In the opposite, the electrical conductivity, the thermal conductivity, the temperature coefficient of resistance are assumed to depend strongly on the fabrication process and of the layer thickness, so they must be determined in each particular case.

For the sake of illustration of the layer thickness dependency of these parameters, the resistivity \( 1/\sigma^0 \) of a 50 nm thick sputter deposited platinum is found to be equal to 3.0e-7 \( \Omega \cdot m \) in [12] that may be compared to a resistivity of 1e-7 \( \Omega \cdot m \) for bulk. Thanks to the Wiedemann-Franz law [4, 19], the thermal conductivity \( k \) can be deduced from the electrical conductivity through the formula \( k/\sigma^0 = L \times T \) with \( T \) the absolute temperature and \( L = 2.44e-8 \Omega/K^2 \) the Lorentz number. But, for thin films, according to [5], the Wiedemann-Franz law relating the ratio \( k/\sigma^0 \) to temperature still holds but for a Lorentz number depending on the layer thickness and material. According to [20, 12], for
a 50 nm thin platinum layer fabricated by electron beam physical vapor deposition $L = 5e-8 \text{ W}\Omega/K^2$ resulting in $k = 70.35 \text{ W}/(m\cdot K)$ at 300 K. From [12] the temperature coefficient of resistance (TCR) of platinum is $2.0e-3 \text{ K}^{-1}$ for a 50 nm thin platinum layer compared to $3.9e-3 \text{ K}^{-1}$ for bulk.

Calibration of physical parameters may be made according to several procedures. One approach is to measure the characteristics of materials with dedicated experiments. At each change of materials or manufacturing process or layer thicknesses these experiences need to be redone. An alternative is to perform the calibration of a particular probe by combining experimental measurements on the probe with model simulation results. For this, we design a family of experiments which results contain sufficient information on the parameters and then the model parameters are adjusted to coincide with the experimental measurements using an optimization procedure.

Our results are obtained with the SIMBAD optimization and calibration tool developed in the FEMTO-ST institute linked with COMSOL through MATLAB. We take into account the thermal diffusion, the Joule heating and the thermo-resistance phenomena in three models corresponding to different operating modes: a static model for constant DC sources, a steady state harmonic model for sources with constant DC and harmonic components, and a transient model for sources which DC and modulated harmonic components.

The simulation is made sufficiently rapid thanks to a multi-scale model recalled in Section 4. that is valid for DC heating sources and sufficiently high heating frequencies, namely larger than few kHz. Besides its simulation speed, it has the advantage of accurately calculate the $v_{\omega 1}$ and $v_{\omega 0}$ components of the electrical potential used for the measurement. This model can be used for transient phenomena. A simplified version operates faster for stationary harmonic phenomena. The calibration work uses the multi-scale model simplified for stationary harmonic sources and solutions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Pt</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Al+Pt</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>SiO2</td>
<td>⊥</td>
<td>Bib</td>
</tr>
<tr>
<td>Si100</td>
<td>⊥</td>
<td>Bib</td>
</tr>
</tbody>
</table>

Fig. 4: the parameters to be calibrated are marked with crosses, those known from bibliography are indicated with “Bib” and those not useful are with a “⊥”.

values of the resistances of three branches at ambient temperature. We assume two symmetry relations $R_1 = R_4$ and $R_2 = R_3$, so the three resistances $R_1$, $R_2$ and $R_5$ can be determined and then the values of $R_3$ and $R_4$ follow.

**Experiment #2 Three independent resistance measurements at a sequence of ambient temperatures with small DC or harmonic currents:** a temperature is imposed through the boundary conditions at the junction with the base. The three measurements provide the linear dependence $R_i(1 + TCR_i(T - T_0))$ of the resistances in the temperature where $TCR_i$ stands for the global TCR of the $i$th resistance. The source of current is a DC source or a harmonic source with frequency $\omega$ and the measured voltage is the DC voltage or the $\cos(\omega t)$ and $\sin(\omega t)$-components of the voltage. The source is low to prevent tip heating.

**Experiment #3 Harmonic heating current and $v_{\omega 1}$ and $v_{\omega 0}$ measurements:** A harmonic current source is imposed to the ports 1 or 2 to heat the tip. The $\cos(\omega t)$, $\sin(\omega t)$, $\cos(3\omega t)$ and $\sin(3\omega t)$ components of the voltage are measured. All parameters of the tip are involved.

Here, we report a feasibility study carried out with numerical simulations only. Precisely, the experimental data are substituted by computed values using our models and arbitrary coefficients. The goal is to show which coefficient can be recovered before application to experimental results.

In each case, the study starts with a sensitivity analysis of the measurement about the unknown parameters. Then, the coefficients which are the most sensitive for a set of features are optimized to minimize the errors between experimental and model results for a part of the experimental results while the others are used to validate the optimal result. For the sake of computation time reduction, a metamodel is established from direct simulations before to be used in the optimization procedure. Our conclusion is that Experiment #1 yields a good calibration of the platinum and aluminum electrical conductivities and that of the Al+Pt composite layer is with negligible influence on the results. Once these conductivities are set, Experiment #2 provides a good calibration of the TCR of aluminum and platinum and is insensitive to that of the Al+Pt layer. Finally, when all the previously calibrated coefficients are set, Experiment #3 allows to calibrate the thermal coefficients of platinum and aluminum but not of the Al+Pt layer still appearing as lowly influential.

![Fig. 3: (a) Top view of the probe with the conducting tracks made of Al, Pt+Al or Pt layers (b) simplified scheme of the probe as a four ports and five resistances circuit](image-url)
4. A time-space two-scale model

We state a slight variation of the time-space two-scale electrothermal model of the probe introduced in [15]. It constitutes a fundamental key in our approach of probe temperature control by modulated harmonic sources. After recalling the thermo-electric system and the space and time scales involved in the device behavior, the two-scale model is stated and new simulation results are provided and commented.

4.1 Governing equations

The heat diffusion in the probe and in the sample is governed by the heat equation \( \rho c \partial_t \theta + \text{div} \mathbf{q} = r \) in the region \( \Omega^B \) with unknown \( \theta \) the difference between the absolute temperature and the ambient temperature. The coefficient \( r \) is for a radiative source and \( \mathbf{q} \) is the heat flux defined from the Fourier law \( \mathbf{q} = -k \nabla \theta \). At the probe clamping part, the relative temperature \( \theta \) is assumed to vanish and the tip-sample interaction is modeled by an interfacial resistance condition \( \mathbf{q}.n = -G \sigma(\theta) \) between the normal flux and the temperature jump, where \( n \) represents the outward unit normal to the boundary. The interface condition between layers is with a continuous temperature and heat flux. The other boundaries are assumed to be thermally insulated.

In absence of volume source of charges, the current density \( \mathbf{J} \) is governed by the conservation of charges \( \text{div} \mathbf{J} = 0 \) in a region \( \Omega^d \subset \Omega^B \), and in a conductor or a semi-conductor it satisfies the Ohm law \( \mathbf{E} = \rho \mathbf{J} \) where \( \mathbf{E} = (E_\mathbf{i})_{i=1,..,3} = -\nabla \phi \) is the electric field, \( \phi \) the electric potential and \( \rho \mathbf{J} \) the resistivity tensor. These equations are completed by imposing a controlled AC or DC current source in the heating branch \( \int_{\Gamma_{\text{th}}} \mathbf{J} \cdot n \, ds = j_0 \).

Moreover, a zero current source is imposed in the measurement branch and all the other boundaries are electrically insulated. The AC heating current is at a frequency \( \omega \) and is modulated in amplitude. The volume heat source generated by a current density in a conductor or a semi-conductor is given by the Joule’s law \( r = \mathbf{E}.\mathbf{J} = \rho \mathbf{J} \) for the electrical resistivity of most materials changes with temperature. If the temperature does not vary too much, a linear approximation is typically used \( \rho(\theta) = \rho(0)(1 + \alpha \theta) \) where \( \alpha \) is the temperature coefficient of resistivity (TCR) of materials, and \( \rho(0) \) the resistivity at ambient temperature.

The lock-in filter measurements are designed at various possible frequencies \( n \omega \) for \( n = 0, 1, 2, 3, ... \) yielding the measurements \( v_n^l = \frac{1}{\sqrt{2\pi}} \int_{-\Delta t}^{\Delta t} \varphi(\sigma) \cos(n \omega \sigma) \, d\sigma \) and \( v_n^s = \frac{1}{\sqrt{2\pi}} \int_{-\Delta t}^{\Delta t} \varphi(\sigma) \sin(n \omega \sigma) \, d\sigma \) integrating over an integer number of periods. For instance the classical 3ω-measurement method [2] consists in measuring \( v_0^l \) and \( v_0^s \). It generates a delay in observation, so in view of fast operations, the frequency \( \omega \) should be chosen relatively high, but not too much since the amplitude of the 3ω-component decreases when the frequency increases.

4.2 Time and space scales

In a heat diffusion process, the time and space scales are related as \( \rho c / T = k^B / L^2 \) where \( T \) and \( L \) are the characteristic time and length scales. The work [15] shows that this system has two time scales \( T_M \) and \( T_m \), namely the time scales of the DC component and of the harmonic components that we also refer as the macro- and micro-time-scales as usual in multi-scale modeling methods. The DC-temperature field is spread out in the full probe when the AC-temperature field is concentrated near the heating part. So, two space scales \( L_M \) and \( L_m \) correspond to the two time scales and both these time and space scales are the foundation of the asymptotic model stated in this section.

We denote by \( \varepsilon_T = \frac{T_m}{T} \) and \( \varepsilon_\lambda = \frac{\lambda}{L_M} \) the corresponding time and space scale ratios, they satisfy the relation \( \varepsilon_T = \varepsilon_\lambda^2 \), and \( \varepsilon_T \) is considered as the single small parameter of this problem. The macroscopic length scale \( L_M \) is equal to the probe length and the microscopic time scale is \( T_m = 2\pi / \omega \). The two other scales follow: \( L_m = \sqrt{\frac{T_m}{\rho c}} \) and \( T_M = \frac{\rho c L^2}{\lambda m} \). In total, the small parameter of the asymptotic problem is \( \varepsilon_T = 2\pi / (L_M^2 \omega) \).

4.3 The two-scale model

For simplicity, we use the notation \( \varepsilon \) instead of \( \varepsilon_T \). The time interval \( [0, T] \) is split into subintervals \( [t_i, t_{i+1}] \) where \( t_i = i \times \varepsilon \) for \( i = 0, ..., T/\varepsilon - 1 \) and the operator \( T \) of two-scale transform maps any function \( f(t) \) into the function \( T(f)(t, \tau) = f(t + \varepsilon \tau) \) for any \( t \in (t_i, t_{i+1}) \) and \( \tau \in (0, 1) \) that is actually defined over \( (t_i, T) \times (0, 1) \) and so is called a time-two-scale function. Applying this transformation to a modulated \( \varepsilon \)-periodic signal captures both the modulation and the periodic signal with the two scales. Applying this idea to the thermal and electrical fields, we obtain the equations of their two-scale transforms in the high-frequency limit, i.e. when \( \varepsilon \) vanishes. The solutions of this limit model, after being restated in the physical time, produces an approximation for "high" but not infinite frequencies. In the probe the heater is very small, so we consider its size in the range of \( \varepsilon_x \) and are led to consider a neighbourhood \( Y^{th, \varepsilon} \) of the heating source and its complementary \( Y^{el, \varepsilon} \). A similar distinction is made between \( Y^{rel, \varepsilon} \) and \( Y^{el, \varepsilon} \) for the electric conductor, see Fig. 5. For simplicity, the center of \( Y^{th, \varepsilon} \) is set as the origin of the coordinates so \( Y^{th, \varepsilon} \subset \{ x \in \mathbb{R}^3 \mid |x| \leq \lambda / \sqrt{\varepsilon} \} \) for a given \( \lambda \). Finally, for the sake of coherency the assumption of thin heating part led us to assume that the conducting layer is also scalable by \( \sqrt{\varepsilon} \). The time-space multi-scale model results from putting these assumptions all together and finding the asymptotic behaviour of the model when \( \varepsilon \) vanishes. It is made with four equations expressed in the domains \( \Omega^{th, \varepsilon}, \Omega^{el, \varepsilon}, Y^{th, \varepsilon} = Y^{th, \varepsilon} / \varepsilon_x \) and \( Y^{el, \varepsilon} = Y^{el, \varepsilon} / \varepsilon_x \), with the fields \( \varphi^{\Omega, \varepsilon}, \theta^{\Omega, \varepsilon}, \varphi^{\varepsilon}_Y \) and \( \theta^{\varepsilon}_Y \) defined in \( \Omega^{\Omega, \varepsilon}, \Omega^{\varepsilon} \), \( Y^{\Omega, \varepsilon}, Y^{\varepsilon}_Y \) respectively, and with the coefficients \( m^0 = \frac{\rho c}{\varepsilon_x} \), \( k^0 = \frac{\varepsilon_x}{\varepsilon_x T_M} \), \( G^0 = \frac{\varepsilon_x^2 L_M^2}{\varepsilon_x T_M} \).
\[ \rho_0 = \frac{V_0^2 L_M}{\rho_e \sigma e^L_0 \rho_0}, \quad \kappa_0 = \frac{\rho_0}{\rho_e}, \quad j_0 = \frac{L_M \kappa_0}{\sqrt{\frac{1}{n} \epsilon}}, \quad \omega_\theta = 2 \omega \epsilon \] and 
\[ \omega_\theta = 2 \omega \epsilon \] with \( V_0^2 \) a scaling of the electrical potential. The electrical potential \( \psi^{0,1} \) is constant in the thickness of the layer and is solution to
\[ -\text{div}(\frac{\kappa_0}{1 + \alpha \theta^{0,\Omega}} \nabla \psi^{0,\Omega}) = 0 \] in \( \Omega^{e,0} \), with the controlled current source \( \int_{\Gamma_{T \sigma,\omega}} \kappa_0 \nabla \psi^{0,\Omega} \cdot n \, ds(x) = j_0 \) the two-scale transform of \( j_d \), and the same other homogeneous boundary conditions as \( \phi \). The temperature field \( \theta^{0,\Omega} \) is independent of \( \tau \), so it corresponds to the DC-component solution of the heat equation
\[ \begin{cases} m_0 \frac{\partial \theta^{0,\Omega}}{\partial \tau} - \text{div}(b_0 \nabla \theta^{0,\Omega}) \\ = \int_0^T b_0 \nabla \psi^{0,\Omega} \cdot \nabla \theta^{0,\Omega} \, d\tau \\ 1 + \alpha \theta^{0,\Omega} \end{cases} \] in \( \Omega^{h,0} \) which source term is the effective heating, i.e. its average in the fast time variable. It satisfies the same interface condition as \( \theta \) and is continuous through the tip-sample interface. The latter is an artefact of the asymptotic approach, that might be corrected with a higher order term for a better precision. The field \( \theta^{1,Y} \) is solution of a heat equation at the small scale with a source term including only harmonic components,
\[ m_0 \frac{\partial \theta^{1,Y}}{\partial \tau} - \text{div}(b_0 \nabla \theta^{1,Y}) \] in \( Y^{h,0} \). It satisfies the transmission conditions \( b_0 \nabla \theta^{1,Y} \cdot n_y = \mathcal{G}^{[0,m,1,1]} \) at the tip-sample interface together with the continuity of the heat flux, and the thermal insulation boundary condition at the other boundaries, except at the boundary created by the localization procedure where a vanishing temperature condition holds. Finally, the equation of \( \psi^{1,Y} \) of the electrical potential is fed by oscillations produced by the product of those in \( \psi^{0,\Omega} \) and \( \theta^{1,Y} \),
\[ -\text{div}(\kappa_0 \nabla_y \psi^{0,1,Y}) \] in \( \Omega^{e,0} \), when its other boundary conditions are of the same kind as those of \( \psi^{0,\Omega} \) but homogeneous. Then, the approximation in the physical time-space of the temperature and the electric potential fields are obtained by inverse scalings \( \theta \approx \theta^{0,\Omega} \approx \theta^{0,\Omega} (t, t', x) + \varepsilon \theta^{1,Y} (t, t', x / \sqrt{\varepsilon}) \) and \( \phi \approx \phi^{0,\Omega} (t, t', x, x / \sqrt{\varepsilon}) + \varepsilon \phi^{1,Y} (t, t', x / \sqrt{\varepsilon}) \). The lock-in filter measurements of the voltage on a time interval \( \Delta t \), multiple of \( \varepsilon \), is restated as a discrete measurement using the two-scale transform,
\[ v(t) \approx \frac{1}{\Delta t} \int_{t-\Delta t}^t \int_0^1 (\phi^{0,\Omega} + \varepsilon \phi^{1,Y})(s, \tau) w(\tau) \, d\tau \, ds \] where \( w(\tau) \) holds for \( \phi^{0,\Omega} \) = \cos(\omega_\theta \tau) or \( \phi^{0,\Omega} \) = \sin(\omega_\theta \tau).

4.4 Simulation results

Our implementation is in the case of a small temperature, so that \( (1 + \alpha \theta^0) \approx 1 - \alpha \theta^0 \), and we keep only the first significant terms of the Fourier series \( \theta^0 (t, x) \approx a_0 (t, x), \theta^0 (t, x / \sqrt{\varepsilon}) = c_2 (t, x), \phi^{0,\Omega} (t, x) = a_1 (t, x), \phi^{1,Y} (t, x) = a_3 (t, x) \) \approx a_2 (t, x) + b_1 (t, x) and \( \theta^0 (t, x) \approx a_3 (t, x) \phi^{0,\Omega} (t, x) + b_1 (t, x) \phi^{1,Y} (t, x) \), so that only the related functions \( c_n, a_n, b_n \) need to be computed. Thus, the computation time is independent of the current source frequency.

The two-scale model simulations have been compared with a direct simulation in [15]. For a 1kHz frequency source, the ratio between their computation time is in the range of \( 15 - 20 \) and increases with the frequency. The error between the two simulation results is generally in the range of few percent on the DC-temperature \( \theta^0 \) and the harmonic part \( \theta^0 \) if the accuracy of the direct simulation is sufficient. It is worthwhile to mention that in the direct simulation we did not yet obtained a visible electrical field \( \phi^1 \) preventing the simulation of the 3ω-measurement method.

Two-scale model simulation results for the higher frequency current source, namely \( \omega = 10 \) kHz are reported in Fig. 6, 7, 8 and 9. The current sources \( j_d \) are combinations a DC-source \( j_{dc} = 4 \) mA, of an AC-source \( j_{ac} = 4 \) mA \( \times \sin(\omega t) \) and of a smoothed Heaviside step function \( H_{\sigma} (t - t^*) \) centered at \( t^* = 10^{-3} \)s and with smoothing parameter \( \sigma = 10^{-4} \) for a sharp step and \( \sigma = 10^{-3} \) for a smooth step. Precisely, the source \( j_d = (1 + H_{\sigma} (t - t^*) \times j_{dc} + j_{ac} \) is refered as with DC source variations and \( j_d = j_{dc} + (1 + H_{\sigma} (t - t^*) \) as with AC source variation. The smoothing parameter \( \sigma \) is the time duration of the transition. In all figures, the blue curve corresponds to a smooth source variation, and the red curve to a sharp source variation.

![Fig. 6: Response of the tip temperature to a mixed AC-DC current source with abrupt or smooth variations in AC source variations](image)
since the 3ω-voltage is a product of the tip electric resistance and the AC-source.

5. Regulation of the tip temperature

We consider a probe tip heated by a modulated harmonic current source such that its scaled two-scale transform \( \tilde{A}(t, \tau) \approx u(t) \cos(\omega t) \) where the modulation \( u \) is the control to be determined so that the time-quadratic mean of the tip temperature reaches an objective value \( T^* \). The case \( \omega = 0 \) corresponding to a DC current source is covered by our approach. The heat source is assumed to be unknown, but depending on an unmodulated harmonic source, so its two-scale transform has the form \( r^0(t, \tau) \approx s \times \cos(t \omega \tau) \) for a positive integer \( k \) and with an unknown constant \( s \) to be estimated during the regulation phase. We start by presenting a general method for reconstructing the state of the system. Then, it is shown in Sections 5.2 and 5.3 how it may be applied for tip temperature control when the source is DC or harmonic.

5.1 A Luenberger observer

As detailed in Sections 5.2 and 5.3, for each kind of heating current corresponds a particular part of the two-scale model to be used. After decomposition over a family of harmonics and discretization by a Finite Element Method, it has the form of a nonlinear algebro-differential equation,

\[
\begin{align*}
\frac{d\mathbf{x}_1}{dt} &= \mathbf{F}_1(\mathbf{x}_1, \mathbf{x}_2, s) \\
\frac{d\mathbf{x}_2}{dt} &= \mathbf{F}_2(\mathbf{x}_1, \mathbf{x}_2, u) \\
\mathbf{v} &= \int_{t-\Delta t}^t C \mathbf{x}_2(\sigma) \, d\sigma 
\end{align*}
\]

with \( \mathbf{x}_1 = z \) at \( t = 0 \), where \( \mathbf{x} = (\mathbf{x}_1, \mathbf{x}_2) \), \( s, u, v, z \) stand for the state, the unknown heat source, the control modulation, the observation, and the initial state. Then, for constant reference sources \( s^0 \) and \( u^0 \), we define \( \mathbf{x}^0 = (x_1^0, x_2^0) \) as the solution to the stationary equation, and a perturbation \( (\mathbf{x}_1, \mathbf{x}_2) \approx (x_1^0, x_2^0) \) to the linearized system about \( (x_1^0, x_2^0) \),

\[
\begin{align*}
\frac{d\mathbf{x}_1}{dt} &= \mathbf{A}_{11} \mathbf{x}_1 + \mathbf{A}_{12} \mathbf{x}_2 + \mathbf{D} \mathbf{s} \\
0 &= \mathbf{A}_{21} \mathbf{x}_1 + \mathbf{A}_{22} \mathbf{x}_2 + \mathbf{B} \mathbf{u} \\
\mathbf{v} &= \int_{t-\Delta t}^t C \mathbf{x}_2(\sigma) \, d\sigma 
\end{align*}
\]

and \( z \in (0, \Delta t) \) with boundary conditions \( \eta \frac{\partial \tilde{z}}{\partial z}(t, 0) = 0 \) and homogeneous initial condition, we introduce a Luenberger observer \((\tilde{\mathbf{x}}_1, \tilde{\mathbf{x}}_2, \tilde{\zeta})\) of \((\mathbf{x}_1, \mathbf{x}_2, \mathbf{z})\) for \( t > 0 \) of

\[
\begin{align*}
\frac{d\tilde{\mathbf{x}}_1}{dt} &= \mathbf{A}_{11} \tilde{\mathbf{x}}_1 + \mathbf{A}_{12} \tilde{\mathbf{x}}_2 + \tilde{\mathbf{g}} \\
0 &= \mathbf{A}_{21} \tilde{\mathbf{x}}_1 + \mathbf{A}_{22} \tilde{\mathbf{x}}_2 + \mathbf{B} \tilde{\mathbf{u}} \\
\frac{d\tilde{\mathbf{s}}}{dt} &= -\lambda \mathbf{g}^T \mathbf{E}_2 \tilde{\mathbf{v}} \\
\frac{d\tilde{\mathbf{e}}}{dt} &= -\eta \frac{\partial \tilde{z}}{\partial z} - \frac{\partial \tilde{z}}{\partial z} = \mathbf{C} \mathbf{x}_2 + \mathbf{E}_2 \tilde{\mathbf{g}}, \\
\eta \frac{\partial \tilde{z}}{\partial z}(t, 0) &= 0, \tilde{\zeta}(t, \Delta t) = 0 \\
\text{and } \tilde{\mathbf{v}} &= \tilde{\zeta}(t, 0),
\end{align*}
\]
with homogeneous initial conditions in $\bar{x}_1, \bar{s}$ and $\hat{\xi}$. Here,
\[ \hat{g} = D\bar{s} + \Xi T = 0, \]
with $\tau = t$ goes to infinity.

Remark 1 A similar approach is applicable when the first differential equation of the nonlinear system (5) is replaced by the algebraic equation $0 = F_1(\bar{x}_1, x_2, s)$. The first equation of the linearized system is replaced by $0 = A_{11}\bar{x}_1 + A_{12}\bar{x}_2 + D$ and the Luenberger observer $\bar{s}(t)$ of $\bar{s}$ is solution of the system
\[ \begin{cases} \frac{d\bar{s}}{dt} = -\lambda\Xi(0)(\bar{v} - \tau), \\ \frac{\partial \bar{s}}{\partial t} - \eta\frac{\partial \hat{\xi}}{\partial z} - \hat{\xi}_2 = C\bar{x}_2 - \lambda\Xi(z)(\Xi(0)(\bar{v} - \tau)), \end{cases} \]
for $t > 0$ and $z \in (0, \Delta t)$, with the boundary condition $\Xi(z) = \Omega$ and $\eta$ where $(p_1, p_2)$ is solution of the system $A_{11}p_1 + A_{12}p_2 + D = 0$ and $A_{21}p_1 + A_{22}p_2 = 0$.

5.2 Measurement of a DC temperature

In case of a DC heat source $s$ in a sample and choosing a DC control current with a lock-in measurement is done at $\omega = 0$ meaning doing an average over a time length $\Delta t$. Therefore, only the DC component $\theta^0$ of the temperature is useful together with the electrical potential $\phi^0$ which is a DC voltage in this case. For simplicity, we remove the superscript $0$, so for instance the voltage measurement is $v = \int_{t-\Delta t}^t v(\sigma) d\sigma$. For a reference steady state $(\theta_0, \phi_0)$ corresponding to a heat source $s_0$ and a constant control $u_0$, we introduce a perturbation $(\bar{\theta}, \bar{\phi})$ solution to the linearized problem about $(\theta_0, \phi_0)$
\[ \begin{cases} \rho\bar{C}\bar{\theta} = \bar{A}\bar{\theta} + \bar{B}\bar{\phi} + \bar{s} \text{ in } \Omega^{\text{th}}, \\ \bar{A}\bar{\phi} + \bar{D}\bar{\phi} = 0 \text{ in } \Omega^{el}, \end{cases} \]
with a current source $\bar{p}$ and the heat source $\bar{s} = s - s_0$, for which shortness the precise expression of the linear operators $\bar{A}, \bar{B}, \bar{A}, \bar{D}$, and $\bar{D}$ is not detailed here. The discretization of $\bar{\theta}$ and $\bar{\phi}$ being denoted by $\bar{x}_1$ and $\bar{x}_2$, the discretized system has the structure of (6) allowing the use of the Luenberger observer. Finally, we choose the control
\[ u = u^0 + \pi^0 \bar{C}(\bar{x}_1 - x_1^0)^T A_{12} A_{22}^{-1} B \]
where $(x_1^0, x_2^0, \pi^0)$ is the solution of
\[ \begin{cases} 0 = A_{11} x_1^0 + A_{12} x_2^0 + \hat{g}, \\ 0 = A_{21} x_1^0 + B z, \\ P(x_1^0 + x_2^0) = T^*, \end{cases} \]
where the third equation is the discretization of the temperature objective to be reached.

5.3 Measurement of an harmonic temperature

In case of an harmonic heat source $s \cos(\omega^0 t)$, a modulated harmonic control $u(t) \cos(\omega^0 t)$ and a $3\omega$-lock-in measurement, we use Equations (1,3,4) of the two-scale model. Since the temperature $\theta^0$ is independent of the fast time variable $\tau$ and $\alpha$ is in the range of $10^{-3}$ or less, for moderate temperature and a moderate precision requirement, we use the approximation
\[ 1 + \alpha \theta^0 \approx 1 \]
without significant lost precision and get,
\[ \begin{align*}
\frac{\partial \theta}{\partial \tau} - \lambda \phi &= 0 \text{ in } \Omega^{el}, \\
\rho_0^0 \frac{\partial \theta}{\partial \tau} - \lambda \phi &= 0 \text{ in } \Omega^{el}, \\
\rho_0^0 \frac{\partial \theta}{\partial \tau} + \lambda \phi &= \beta \cos(\omega^0 t) \text{ in } \Omega^{el}, \\
\rho_0^0 \frac{\partial \theta}{\partial \tau} - \lambda \phi &= \alpha \phi \text{ in } \Omega^{el},
\end{align*} \]
with the control $u \cos(\omega^0 t)$ feeding $\phi^0$. The $3\omega$-observation reads,
\[ v(t) = \int_{t-\Delta t}^t \int_0^1 \epsilon \phi(\sigma, t) d\sigma \text{ at } t \in [0, \Delta t]. \]
Two approaches are presented, one is doing a direct computation of $s$ from an observation $v$. It generates an instantaneous discontinuous regulation. The other is a smoother control involving the Luenberger observer of $s$. A direct approach For a given source modulation $s$, we state the control $u$ so that a quadratic mean of the temperature $\theta^0$ reaches an objective $T_{2\omega}$ to the tip: $\int_{t-\Delta t}^t |\theta|_{\text{tip}}^2 d\tau = (T_{2\omega})^2$. We use the decomposition $\phi^0 = \phi^0 + u$ where $\phi^0$ is solution to $-\Delta \phi^0 = 0$ in $\Omega^{el}$ with current source $\cos(\omega^0 t)$. Thus $\theta^0 = \phi^0 + u^0 + \phi^1 + s$ with $\phi^1 = \int_{t-\Delta t}^t \int_0^1 |\theta|_{\text{tip}}^2 d\tau$. The objective function reads
\[ \int_{t-\Delta t}^t |\theta|_{\text{tip}}^2 d\tau = \int_{t-\Delta t}^t |\phi^0 + u^0 + \phi^1 + s|_{\text{tip}}^2 d\tau = \int_{t-\Delta t}^t |\phi^0 + u^0 + \phi^1 + s|_{\text{tip}}^2 d\tau = (T_{2\omega})^2, \]
so $u$ is solution to $a \times u^4 + 2b \times u^2 + c = 0$ with $a = \int_{t-\Delta t}^t |\theta|_{\text{tip}}^2 d\tau$, $b(s) = \int_{t-\Delta t}^t |\theta|_{\text{tip}}^2 d\tau \times s$, and $c(s) = \int_{t-\Delta t}^t |\theta|_{\text{tip}}^2 d\tau \times s^2 - (T_{2\omega})^2$. Finally, we keep only the solution
\[ u = \frac{-b(s) + \sqrt{b^2(s) - ac(s)}}{a} \]
under the condition that the objective $T_{2\omega}$ is sufficiently large compared to $s$ so that $c(s) < 0$. 

There is no image or table in the text, so it is impossible to provide a visual representation of the content.
An observer approach We decompose the control and the sample temperature amplitudes as \( u = u_0 + \bar{u} \) and \( s = s_0 + \bar{s} \) where \( \bar{u} \) and \( \bar{s} \) are small perturbations and introduce the state perturbation \( (\bar{\varphi}^0, \bar{\vartheta}^1, \bar{\varphi}^1) \approx (\varphi^0 - \varphi^0, \bar{\theta}^1 - \theta^1, \varphi^1 - \varphi^1) \), about a reference solution \( (\varphi^0, \theta^1, \varphi^1) \) of the nonlinear problem (9). After linearization of the equation, decomposition of \( \bar{\varphi}^0, \bar{\vartheta}^1 \) and \( \bar{\varphi}^1 \) over the \( 1_0 \omega^0, 2_0 \omega^0 \) and \( 3\omega^0 \) components respectively, and discretization thanks to a FEM, it results a linear system on the form (6) where \( \bar{x}_0 \) and \( \bar{x}_2 \) are the discretization of \( \bar{\varphi}^0 \) and \( (\bar{\varphi}^0, \bar{\varphi}^1) \). Thus Remark 1 applies and the control expression (11) is used where \( s \) is replaced by \( s_0 + \bar{s} \) and \( u \) by \( u_0 + \bar{u} \) which allows the determination of \( \bar{s} \).
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