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Abstract—Humans make decisions on the basis of their situation awareness and it is well-known that insufficient situation awareness leads to incorrect decisions. The challenge of an advanced surveillance system for supporting situation awareness of a human decision maker is therefore to detect and assess complex situations that evolve over time. In this article, we present a conceptual framework for automatic situation assessment that consists of four parts, namely the situation characterization, the situation abstraction, the situation recognition and the situation projection. The situation itself can be described at several different levels of abstraction. The proposed framework can be used as a guideline when designing automatic situation assessment processes.
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I. INTRODUCTION

During the operation of complex systems that include human decision making, acquiring and interpreting information from the environment forms the basis for the state of knowledge of a decision maker. This state is often referred to as situation awareness. The most commonly used definition of situation awareness was provided by Endsley in [1]:

“Situation awareness is the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future.”

Due to this definition, situation awareness consists of three levels, namely perception, comprehension, and projection, as depicted in Figure 1. The first level of situation awareness includes the detection of relevant elements and its characteristics in the environment. The elements are of course domain specific and their status, their attributes and their dynamics have to be observable by sensorial means. The second level of situation awareness is based on first level elements and includes the understanding of the significance of these elements in relation to the operator’s goals. The third and highest level of situation awareness is again based on the lower levels 1 and 2 and deals with the ability to project future actions of elements in the environment.

Thus, a high level of situation awareness consists of much more than simply collecting information about elements in the environment. It is furthermore a result from the comprehension of its meaning and the projection of future states in order to make decisions on the most favorable actions. Situation awareness is therefore referred to as a mental state or a state of knowledge, whereas the processes to achieve and maintain that state are referred to as situation assessment. As a high level of situation awareness provides the complete knowledge which is necessary for effective decision making, the decision process itself and the performance of actions are separate stages of the dynamic decision making process as illustrated in Figure 1.

Endsley described several factors that have a major influence on the decision making process. First, individual factors influence the situation assessment process, for example the operator’s abilities, experience, and training. But individuals do not only vary in their information processing mechanisms but also in their expectations and objectives. Other influencing factors can be summarized as system factors which include the system capabilities or the interface design, and also some features of the task environment like workload, stress or complexity.

The concept of situation awareness established by Endsley is applicable in many different domains and it can also be used for advanced surveillance systems. Especially in security-related tasks, like the surveillance of specific areas, decision makers should always have a high level of situation awareness. Situations of interest that take place in surveyed areas are often of a high complexity and dynamic, because they consist of multiple different objects that interact with each other and their activities evolve over time. In such a complex and dynamic environment, the limited capacity of a person’s attention is quickly exhausted. The focus of attention is therefore a major limit on situation awareness.

In today’s surveillance system, level 1 situation awareness is highly supported through the various heterogeneous sensors...
and appropriate signal-processing methods for extracting as much information as possible about the surveyed environment and its elements. The challenge of advanced surveillance systems is therefore not only to collect as much sensor data as possible, but also to process and present them in an intelligent and meaningful way to give a sufficient information support to some decision maker. Or, in other words, to detect and assess complex situations that evolve over time as an automatic support to an operator’s situation assessment process. The information overload is then reduced by providing only relevant or task-oriented information, which can be used to guide the focus of attention of a decision maker and allow him to decide and react in a timely and effective manner. However, there is still a need for concepts and methods supporting higher level situation awareness (level 2 and 3) that are able to infer real situations from observed elements in the environment and to project their status in the near future. Especially, there is no framework that addresses the problems when assessing situations during their development and not only when they are finished. Therefore, the proposed framework was designed with the focus on this.

The paper is structured as follows. The next section gives an overview of the related work in situation awareness, data fusion, world modeling and more specific, situation modeling. Section III deals with a discussion on situational abstraction levels and tries to come up with a definition of the term situation. In Section IV, several problems for automatic situation assessment in surveillance systems are identified and a conceptual framework for automatic situation assessment that tries to deal with these problems is presented. The paper finishes with a conclusion and outlook in Section V.

II. RELATED WORK

As mentioned in the introduction, Endsley provided in [1] a theoretical model of situation awareness and it is the most widely used model today. She developed the model based on an analysis of dynamic human decision making and stated that individuals with good situation awareness will have a greater likelihood of making appropriate decisions in complex environments. Working with heterogeneous sensors, the theories of multi-sensor data fusion [2], [3] offer a powerful technique for supporting situation awareness. A lot of data fusion models have been developed and compared to Endsley’s situation awareness model [4], whereas the most dominant model is the JDL (Joint Directors of Laboratories) data fusion process model [5].

Regarding data fusion in surveillance systems, the object-oriented world model (OOWM) is an approach to represent the relevant information extracted from sensor signals, fused into a single comprehensive, dynamic model of the monitored area. It was developed in [6], whereas the basic ideas have been published in [7]. A detailed description of the architecture can be found in [8] and an application of the OOWM for wide area maritime surveillance is proposed in [9].

More advanced systems also support high-level functions such as situation assessment as described in general in [10]. Probabilistic methods like hidden Markov models can be used for situation recognition [11], but are strongly dependent on training data. Therefore, several other approaches have been proposed, for example grammar-parsing for detection of abnormal behavior of a person’s movement in an indoor surveillance [12] or logic based approaches for the recognition of human activities [13]. In [14] a heuristic graph matching approach to identify meaningful patterns in large volumes of data have been proposed as an enhancement to existing situation assessment methods. In [15], Markov random fields are used to model contextual relationships and maximum a posteriori labeling is used to infer intentions of observed elements.

Regarding situational modeling, several concepts exist in literature. Roy proposed in [16] the concept of situation analysis as a process to provide and maintain a state of situation awareness. He also proposed definitions of situational elements like entities, events and activities. Another refinement of the situational terminology with respect to the JDL data fusion model is given in [17]. The concept of situation management in dynamic systems proposed by Jakobson [18] includes not only the processes of perceiving and recognizing situations, but also the analysis of past situations and the prediction of future situations. In [19], a rough taxonomy of functions related to situation assessment is proposed and a general overview of current approaches to automating this process is given.

III. SITUATIONAL ABSTRACTION

In the revised version of the JDL data fusion model [4], situation assessment (JDL-level 2) is defined as the estimation and prediction of relations among entities. The resulting
network of relations among its elements is then referred to as the state of aggregation or the estimated situation. However, there is no formal representation of a situation, as the JDL definition admits any variety of relations to be considered. Types of relations exist at many different levels of abstraction, ranging from quantitative to highly abstract qualitative statements. Therefore, one formal representation of a situation, which fulfills several requirements in various application areas, does not exist. Situations are characterized mainly by their qualitative statements and their representation is therefore strongly dependent on the application domain.

Figure 2 shows a general decomposition of a situational description with respect to different abstraction levels. The level of abstraction is determined by the quantity of context knowledge added to the observed element, whereas only relevant context information is used. The context information consists of knowledge that is not directly observable, for example some expert knowledge. Its content and relevancy is in turn determined by the application domain and the task that an operator has to solve. The higher the level of abstraction, the lower is the level of detailed knowledge of a single, observed element. In the following, we will explain the decomposition in detail and give examples for each level of abstraction.

With the focus on surveillance systems, the perception stage includes the acquisition of object information by means of various sensors. Time invariant attributes about an object are summarized as properties and time variant attributes are summarized as the object’s state. When observing for example human beings in a surveillance system, the result from the perception stage is therefore the person’s position and velocity as states and the height as its property. This information is the input for the next stage, the comprehension of a situation.

At the lowest level of abstraction, a scene includes all observed objects at a point of time. A scene can therefore be interpreted as a snapshot or as a spatial subset of the world’s observable objects at a point of time, whereas an episode includes also the time-dimension. An episode is the recording of all observed objects in a period of time (either discrete or continuous) and can therefore be defined as a spatio-temporal subset of the world’s observable objects. Note, that at this level of abstraction, no relational aspects between objects are regarded.

The next level of abstraction deals with the description of quantitative relations that can be extracted directly from the information content of a scene or of an episode. Quantitative relations are statements about two or more relevant information values, mostly about the attribute values of some objects. The spatial distance measured in meter between two objects is for example a quantitative relation. Note that quantitative relations do not assume that the information values are derived from different objects. Another example of a quantitative relation is therefore the distance that an object has passed between two time points.

In Figure 2, special placements between quantitative and qualitative relations are given to events and processes. They can be interpreted as special cases of quantitative relations. An event is defined as the change of relevant object information at a point of time and a process describes the behavior of relevant object information during a time period. For example, the disappearance of an observed person could be tagged as an event or that a person’s attribute value, indicating its speed, has changed to zero. A process would be the person’s speed value or the direction of movement over a time period. Events and processes are not limited to a single object. A process between two objects could be the decreasing distance between them or an event could be that the distance value of the quantitative relation changed to zero.

On the next higher level of abstraction, events, processes and quantitative relations can be summarized to qualitative relations. Detailed knowledge of attribute values of the observed objects goes lost at this level. A qualitative relation is therefore an interpretation of the underlying events, processes and quantitative relations. Examples for qualitative relations are therefore a person that is walking, a person that stops its movement, a person that is moving towards another object, or a person that meets another person.

Qualitative relations are strongly connected to activities. However, we state that activities take place in a longer period of time and are more complex in their construction. As qualitative relations can be interpreted as single and non-
decomposable structures, an activity includes also the temporal relationships between these components. An activity is therefore a sequence of qualitative events, processes and relationships. Temporal relationships of overlapping processes can for example be expressed by Allen’s temporal interval logic [20]. An example for this level of abstraction is a fighting activity between two human beings. The term behavior is often used if the focus is on activities conducted by humans or only by a single object. However, we will use the term activity for this level because it has a broader meaning.

At the highest level of abstraction, there is the situation itself. The human comprehension of a situation can be interpreted as the knowledge of everything of relevance that is going on. Therefore, based on our discussion so far, we come up with the following definition of the term situation:

A situation at time t is defined as a world state, which is characterized by the collection of relevant activities up to the time t and their interpretation with respect to the context knowledge.

As the world evolves over time, it changes from one state to another. Therefore, the change from one situation to another is due to the change of any activity that is going on or due to a change of the context. As an example, we assume a fighting activity between two humans that is going on so far. Regarding the context, the situation is completely different if the fighting takes place on the street or inside a boxing ring, although the underlying activity is the same.

The situation assessment process can therefore be described as the estimation of the state of the world, which however does not only consist of the recognition of all activities that are going on. Moreover, it also includes contextual conditions like the environment in which the activity is taking place and its aim is to reduce the quantity of information with respect to its relevance.

IV. Conceptual Framework

The conceptual framework proposed in this Section for supporting situation awareness by automatic situation assessment was developed with the focus on advanced surveillance systems. In such systems, a lot of heterogeneous sensors are deployed on various positions for observing a specific environment. The type of such a surveyed environment can vary from rather small areas when thinking of indoor surveillance of a building, to extremely wide areas, for example the surveillance of maritime areas. Furthermore, the sensors can be deployed stationary or on a mobile platform like an unmanned aerial vehicle (UAV). We assume that for each sensor type, there are appropriate signal-processing methods, such that each sensor is able to produce observations on object level. Furthermore, we assume that there are several low-level fusion methods like data association and tracking algorithms for generating an object-level representation of the surveyed area. This representation is called the object-oriented world model (OOWM) [6]. However, as mentioned above, simply collecting all the information of the observed elements does not automatically lead to a high level of situation awareness in an advanced surveillance system. There are several challenges to solve if a surveillance system should be able to support these higher levels:

- Mostly, there is a lack of training data, especially for critical situations that an operator wants to detect.
- For interventional reasons, critical situations have to be detected timely, which means during their development and not only when they are already finished.
- The system should be able to deal with uncertain observations, as signal processing methods usually provide estimated feature values and also false detections.
- The system should be able to detect incomplete observations, whereas the incompleteness can be of spatial and of temporal type. Spatial incompleteness follows from sensor coverage, as for example in wide areas it is not possible to continuously observe every part of the environment. Temporal incompleteness follows from spatial incompleteness in the past. As situations evolve over time, it is possible that the beginning of a situation was not observed.
- Furthermore, the system should be able to predict the situation state in the near future and give a clue to the question: What might happen next?

The process of automatic situation assessment in an advanced surveillance system should be established for refining and reducing the quantity of information that a decision maker needs to examine. Object observations are building the basis for the assessment process and the aim is to guide the focus of attention of the decision maker to relevant higher-level activities or situations.

The conceptual framework for supporting situation awareness by automatic situation assessment that tries to cope with the above listed challenges is illustrated in Figure 3. It is originally inspired by the taxonomy of functions related to situation assessment that was proposed in [19]. The proposed framework consists of four major process parts (situation characterization, situation abstraction, situation recognition, and situation projection) and the associated results of the processes. The four process parts and its connection will be explained in the following.

A. Situation Characterization

The first process part of the situation assessment framework is the characterization of relevant situations. As learning-based methods for situation recognition are often not realizable due to the lack of training data, this process has to be conducted by human experts. The experts provide descriptions of relevant situations, including their salient features. Such situations of interest determined by the experts are then tried to assess
during surveillance operation. However, the description has to be transformed into a formalized representation, namely the template situation. Especially, it has to be determined on which situational abstraction level (see Section III) the template situation is established. The template situation is not fixed at one single abstraction level, but due to performance issues and data overload, it should not vary over several levels.

B. Situation Abstraction

The second process part is the situational abstraction of the observed objects. The aim of this process is to determine the level of abstraction of the currently observed situation. Object observations are building the basis for the situation abstraction process, which finally results in the state estimation of quantitative relations, events, processes, qualitative relations or activities, depending on the level of abstraction. This result is then the state estimate of the current situation, namely the situation representation. The level of abstraction of the situation representation is again dependent on the situation characterization process. In order to support the following situation recognition process, the level of abstraction of the situation representation has to be exactly the same as the level of abstraction of the situation template. For a low level of abstraction, the situation abstraction process could be quite simple, for example if it includes only the extraction of some relevant quantitative relations. However, the achievement of a high level of abstraction could include very complex inference processes, for example when a fighting activity has to be inferred from observations of persons.

C. Situation Recognition

The third process part of the framework is the situation recognition, which deals with matching the situation representation to the situation template. However, the main challenge in situation recognition during operation is to find the correlating template to the current representation, or in other words, which observed elements in a situational representation belong to which template situation. On the one hand, there are several template situations and not only one, and on the other hand, there may be a large amount of situation representations that do not belong to any of the predefined templates, for example false detections or ongoing activities that are not relevant. The situation recognition can also be viewed as a classification problem, whereas the different template situations define the different classes.

Due to these challenges, the result of the situation recognition should not be a binary decision if the situation is recognized or not. The result should be a degree of belief for...
each template situation, indicating the existence of the underlying and ongoing situation representation.

D. Situation Projection

The last process part of our framework is the projection of situations. Due to the environment, only partial information about an ongoing situation is known, whereas it can be partial in a temporal and in a spatial sense. Reasons for spatial and temporal reduction of the situation representation have been discussed in the situation recognition part. However, for a decision maker it is not only relevant to recognize a situation, or, in other words, to have a degree of belief that a certain situation is ongoing, but also to infer about unobserved elements of the situation representation. These unobserved elements could lie in the past, in the present or in the future. Results of inferring missing elements in present are called spatial projections and results of missing elements in the past or in the future are called temporal projections. The spatial and temporal projection is in general possible if the situation template is assumed to be true. Missing elements in the situation representation, either spatial or temporal, are therefore elements of the situation template that do not have a correlating element in the situation representation.

V. CONCLUSION AND OUTLOOK

In this article, we introduced a conceptual framework for automatic situation assessment supporting situation awareness of a decision maker in advanced surveillance systems. The framework consists of four parts. The first part, situation characterization, deals with defining situations of interest at a certain level of abstraction and generating so-called situation templates. Situational abstraction levels have been discussed in detail. The second part deals with generating a situation abstraction out of observed object information. The resulting situation representation and the situation template are matched during the third process part, the situation recognition. The result of the situation recognition is a degree of belief of every template situation, indicating the existence of the underlying situation. Furthermore, the concept differentiates between spatial and temporal projections. They are results of the situation projection and should guide the focus of attention of the decision maker on what he might have missed or what might happen in the near future. In summary, a system that regards all these parts of the proposed situation assessment framework would cover a lot of aspects that enhance the situation awareness of a decision maker in a surveillance system.

Further directions are the establishment of such a framework. First effort will be given to select several template situations at different levels of abstraction and to test several methods for the situation recognition with respect to the challenges highlighted in this article.
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