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ABSTRACT

We evaluate the user experience (UX) of Amazon’s Alexa when users play and control music. For measuring UX we use established UX metrics (SASSI, SUISQ-R, SUS, AttrakDiff). We investigated face validity by asking users to rate how well they think a questionnaire measures what it is supposed to measure and we assessed construct validity by correlating UX scores of questionnaires with each other. We find a mismatch between face and construct validity of the evaluated questionnaires. Specifically, users feel that SASSI represents their experience better than other questionnaires, however this is not supported by correlations between questionnaires, which suggest that all investigated questionnaires measure UX to a similar extent. Importantly, the fact that face validity and construct validity diverge is not surprising as this has been observed before. Our work adds to existing literature by providing face and construct validity scores of UX questionnaires for interactions with the common speech assistant Alexa.
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1 Introduction

Speech assistants are widely used and the number of people using them is increasing. While in 2015 about 390 Million users worldwide were reported, researchers estimate that the number of users will rise to about 1.8 Billion in 2021 [41]. This trend is predicted to continue and it is mirrored by reports of growing sales numbers and rising revenues [21][22][31][53]. Notably, this highlights a strong market interest in speech assistants. However, research on measuring users’ experience (UX) with speech assistants is lagging behind, with no standard metric for measuring UX with conversational systems [24][27]. User experience of products is linked to sales, traffic and user performance [35], as well as likelihood of referral to friends [25]. Thus UX is an important key performance measure of products [35]. The lack of a standard metric for UX with speech assistants makes meaningful assessments of quality difficult. In our work we compare four UX and usability questionnaires (SUS, AttrakDiff, SASSI, SUISQ-R, see Section 2.2), that are used to assess UX with Amazon’s Alexa.

Amazon dominates market share with its smart speakers. In 2019 their market share in the US was 61%, which is a decline from the 72% market share in 2018 [53]. In Europe, Amazon dominates the market also, with 75% of customers
using Amazon’s Alexa in the UK [50] and 74% using it in Germany [49]. Thus, Amazon’s Alexa is widely used across the world and of interest to a large number of users and may thus act as a baseline for comparing other speech assistants both for users and developers.

UX questionnaires are used in Human-Computer Interaction to assess quality of conversational interfaces [24,27]. However – to the best of our knowledge – no studies have been published in which UX questionnaires are used to assess quality of commercial speech assistants like Amazon’s Alexa [24,27]. Our work applies metrics used for conversational systems to the commercial speech assistant Alexa. Speech assistants are also referred to as conversational user interfaces (CUI) in contrast to graphical user interfaces (GUI). Measurement of UX and usability has focused on GUI and assessing UX and usability of CUI is a recent development [24,27]. Notably user experience and usability of GUI and CUI differs. According to David Attwater [2] notable differences in interacting with GUI and CUI include the ability to interact with CUI hands-free, whereas GUI require manual interaction, and the fleeting character of audio information compared to visual information. Visual information is present as long as users look at it, audio information is provided over time and, if forgotten, needs to be repeated. In addition, CUI design requires considerations about the personality and conversational style of speech assistants [27] that GUI design may not require. Hence user experience of CUI and GUI is different and questionnaires that measure UX may need to be (re-)evaluated for usage with CUI.

When customers are asked what they use speech assistants for, controlling music is mentioned as one of the most frequent use cases [48,55]. According to a Voice Assistant Consumer Adoption Report [55] about 41% of interviewees had tried to stream music with their voice assistant on mobile devices. With smart speakers users report controlling music even more frequently, with 52% having done so [48]. In our study we ask participants to control music with a smart speaker, which is a frequent and relevant use case.

Researchers and companies aiming to assess UX of speech assistants are faced with the issue of how to measure UX. UX was introduced by Don Norman in the 1990s [18]. Norman noted that he invented the term ‘user experience’ as he thought usability was too narrow [18]. According to Don Norman [36] usability is a quality attribute of an user interface (UI), whereas user experience extends over the UI and “encompasses all aspects of the end-user’s interaction with the company, its services, and its products”. Usability has been measured since the 80s with the System Usability Scale (SUS) [4] which is also used to assess quality of conversational interfaces [24]. As the inventor of user experience differentiated it from usability [18], it is intuitive to assume that the two concepts differ. However – to the best of our knowledge – there are no studies investigating how user experience and usability relate to each other in interactions with speech assistants [24,27]. In our study we correlate usability, which we assess with SUS, with user experience as measured by three UX questionnaires (SASSI, SUISQ-R, AttrakDiff). Thus our work provides initial data on how the concept of usability relates to user experience in interactions with speech assistants. If usability and UX are different concepts, then correlations between measures of UX and measures of usability can be expected to diverge. Such divergence of different concepts is described as divergent validity.

When researchers or product managers ought to pick a questionnaires for assessing UX they have to choose between a number of metrics, which raises the questions on which to pick and why. The decision on which metric to pick can be based on validity, that is how well a questionnaire measures what it is supposed to measure. There are multiple types of validity. In our work, we focus on construct validity and face validity, which we explain briefly here. More detailed discussions of the concepts can be found for face validity in [34] and for construct validity in [7]. Construct validity describes to what degree a questionnaire actually measures what it was designed to measure. Metrics that are supposed to measure the same construct should correlate with each other. For example, if two questionnaires are supposed to measure UX, they should correlate positively and thereby exhibit construct validity. On the other hand, if one questionnaire is supposed to measure UX and another questionnaire is supposed to measure a construct unrelated to UX, for example intelligence, we do not expect correlations. Another type of validity is face validity, which captures the opinion of the person who fills out a questionnaire. Participants are asked to rate how well a metric measures what it is supposed to measure. Face validity reflects subjective opinions of participants and face validity and construct validity may diverge. That means, a metric that is perceived by participants to poorly measure a construct, may have a good construct validity. Although face and construct validity may differ, investigating face validity provides new insights that might influence measures of UX and usability. Notably there is no published evaluation of face validity of metrics that are used to assess UX with speech assistants and our work thus adds a new vantage point.

In our study we pick four established metrics for usability and user experience (SUS for usability, AttrakDiff, SASSI and SUISQ-R for UX). Each of these metrics has limitations [24,27], including lack of norms [27], lack of evidence of validity and reliability [27] and lack of comprehensiveness [24]. To address these issues, it is necessary to conduct studies using these questionnaires and accumulate large sets of data. Hence more research is needed to evaluate these measures.

Our research questions for this study are:
1. Is there a difference in face validity between questionnaires commonly used to measure usability and UX with conversational interfaces?

2. Is there convergent construct validity between questionnaires? In other words: do all of the questionnaires measure the same construct, i.e. User Experience?

3. Is there evidence for discriminant validity? In other words: Is there a stronger overlap between questionnaires that measure UX (SASSI, SUISQ-R) compared to those that measure only usability (e.g. SUS)?

2 Methods

To address our research questions we invited 25 participants to interact with Alexa Echo. After interacting with Alexa, participants were asked to fill out four questionnaires (SUS, AttrakDiff, SASSI, SUISQ-R). Subsequently, participants were asked to rank the four questionnaires according to how well each metric captured their user experience. For this participants received both an oral and a written explanation of ‘user experience’ based on the ISO definition [10].

2.1 Participants

We recruited participants both internally from our institute and externally. Internal participants were recruited through mailing lists. External participants were recruited through notice boards and social media channels. The only requirements for participating in our study were a good command of (spoken) English and being over 18 years old. In total 25 participants took part in the study. We excluded one participant from our analysis as they were an extreme outlier. The participant selected the same value for all items within each questionnaire, which was either always the maximum value or always the minimum value, depending on the questionnaire. This response pattern is unusual for filling our questionnaires [33]. We ran all analysis with and without the outlier and found that the overall results did not change. The ranking of the questionnaires was unchanged, however the magnitude of correlations between questionnaires was somewhat reduced, while still positive and significantly different from zero. Thus we decided to exclude the outlier and included 24 participants in the analysis we present here. 14 were female (58%) and 10 male (42%). Age ranged between 20 and 48 years, mean age was 27.29 years ($SD = 6.49$). 15 participants were employees of the Fraunhofer Institute, 6 were students. Two participants were native English speakers. The majority of participants had little or no experience with speech assistants. Six had never used an assistant before, seven used one less than once per month, six less than once per week, two once per week, one participant used speech assistants several times per week, and two used it daily.

2.2 Questionnaires

We included four questionnaires that are discussed in two recent works on metrics for UX in interactions with conversational systems [24, 27]: SUS, AttrakDiff, SASSI, SUISQ-R. These articles did not address smart speakers and other modern CUIs, however. Note that we focus on assessing conversational quality, and this is why we did not include MOS [24, 27], which focuses on voice quality of systems. None of the scales we evaluate here is designed for use with smart speakers, specifically. However, these questionnaires have been evaluated for use with conversational systems before [24, 27] and our work builds on this, as smart assistants like Alexa are considered conversational systems [1]. One of the purposes of our work is to evaluate existing questionnaires, despite potential shortcomings, to assess their suitability for measuring UX with smart speakers.

2.2.1 SUS

The System Usability Scale SUS [4] was originally developed as a “quick and dirty” [4, p. 1] scale for measuring usability of interactive products. It consists of ten 5-point Likert-scale items which assess usability and learnability of a product. The items are phrased rather generic (e.g. I thought the system was easy to use) which allows the SUS to be used for assessing the usability of a wide variety of products. This is in part why the SUS has become one of the most widely known and used scales for measuring usability [29, 44] created a database of more than 9000 SUS scores. This in turn has allowed for the derivation of reference norms for the SUS. Without such norms a product’s SUS score can only be interpreted in comparison to another product (or another version of the same product). Based on the large database grading scales could be constructed so that scores can be directly interpreted. A score between 77.2–78.8 points would correspond to a B+ in usability for example. For the present study a version of SUS was used with items that are worded positively. (e.g. positive: I found this interface easy to use vs. negative I found this interface difficult to navigate). This version is as reliable as other SUS versions and reduces human error [43].
2.2.2 AttrakDiff

The AttrakDiff [14] is a semantic differential scale for measuring UX and is composed of 28 bipolar items with a 7-point scale. It is based on the theoretical framework of Hassenzahl [13] which states that UX is influenced by both pragmatic and hedonic factors. *Pragmatic Quality* is defined as the degree to which a product is useful for achieving task-oriented goals, such as playing a specific song (item example: *Practical* – *Impractical*). *Hedonic Quality* is divided into *Stimulation* and *Identity*. Products with high Stimulation improve users’ skills and knowledge (*Undemanding* – *Challenging*). Items associated with Identity assess the degree to which the product is able to communicate a positive image of one’s self to others (*Stylish* – *Tacky*). Additionally, a general assessment of the overall product *Attractiveness* is included (*Pleasant* – *Unpleasant*).

2.2.3 SASSI

The *Subjective Assessment of Speech System Interfaces* (SASSI) [19] measures subjective experiences with speech recognition systems. It was constructed based on literature on established usability metrics of other interfaces. It consists of 34 7-point Likert-scale items which are allocated to six dimensions: *System Response Accuracy*, *Likeability*, *Cognitive Demand*, *Annoyance*, *Speed* and *Habitability*. While most of the dimensions are self explanatory, habitability may require additional explanation. Habitability “refers to the extent to which the user knows what to do and knows what the system is doing” [19, p. 300]. SASSI addresses many important aspects that are likely to influence UX [24]. There appears to be no published procedure for calculating an aggregated overall UX-score of SASSI [19, 27]. In order to facilitate the comparison of the different questionnaires, a total score was computed by averaging the scores on the individual subscales.

2.2.4 SUISQ-R

The *Speech User Interface Service Quality* questionnaire (SUISQ) [38] was developed for assessing the usability of *Interactive Voice Response* (IVR) systems. For the present study the reduced version (SUISQ-R) [28] was used because its psychometric properties differ only marginally from the long version [28] and it is quicker to fill out the short rather than the long version. The SUISQ-R consists of 14 items with a 7-point Likert-scale. These comprise four dimensions: *User Goal Orientation*, *Customer Service Behaviors*, *Speech Characteristics*, and *Verbosity*. In addition, a total score can be computed, by calculating the mean of the four subscales.

2.3 Study Design

The experiment was conducted in an office room with low ambient noise between 9am and 6pm on work days. Participants were first briefly introduced to Alexa by the experimenter. An *Amazon Echo Dot* (3rd gen., firmware version 2584226436) was used for interacting with Alexa, which was set to American English. Playback via *Spotify Premium* was enabled and set as the default for playing music. We explained that the aim of the present study was to evaluate UX-questionnaires and that they would therefore interact with Alexa and rate their experience afterwards. After the informed consent procedure, which included a privacy statement according to GDPR, participants filled out a short online questionnaire asking for demographic variables (age, sex) and prior experience with speech assistants.

Subsequently, the experimenter explained the general procedure of the experiment and introduced them to the tasks they would perform. Each participant had to complete four tasks in total, each consisting of a request for playing music. Participants were instructed to request (1) a song, (2) an artist, (3) a playlist and (4) a genre, in this order. They were informed that they were free to retry completing a task as often as they liked. Furthermore, they were instructed to stop playback after a few seconds.

The simplicity of tasks might result in limited variability in participant requests. Indeed, we found that participants showed limited variability in how they formulated requests (syntax). However, qualitative analyses of user requests suggests a large variety in what users requested (content). The following example showcases an interaction in which a user requested playing and stopping a song.

**PARTICIPANT 21:** Hey Alexa, play Californication by the Red Hot Chilli Peppers.

**ALEXA:** Californication by Red Hot Chilli Peppers from Spotify.

**PARTICIPANT 21:** Alexa stop. Alexa, play, play ...

**ALEXA:** [Alexa continues playing previous song.]

**PARTICIPANT 21:** Alexa, stop!
ALEXA: [Alexa stops playing song.]

The next example presents a longer interaction in which the participant asked Alexa to play a song, two playlists and music genres.

PARTICIPANT 11: Alexa, play Pat Metheny.
ALEXA: Playing songs by Pat Metheny from Spotify.
PARTICIPANT 11: Alexa, stop.
ALEXA: [Alexa stops playing song.]
PARTICIPANT 11: Alexa, play a playlist Sunday morning.
ALEXA: What do you want to hear?
PARTICIPANT 11: Sunday morning.
ALEXA: I can’t find a song Sunday morning.
PARTICIPANT 11: Alexa, play a playlist.
ALEXA: What do you want to hear?
PARTICIPANT 11: Seventies.
ALEXA: I couldn’t find any Seventies playlists.
PARTICIPANT 11: Alexa, play a genre.
ALEXA: [Alexa does not react.]
PARTICIPANT 11: Alexa, play a genre.
ALEXA: [Alexa plays music.]
PARTICIPANT 11: Alexa, play R & B.
ALEXA: Shuffling R & B Fridays from Spotify.

Participants were also instructed to answer the questionnaires intuitively and without much deliberation. In addition, we told participants that they could terminate taking part in our study at any point during the experiment, without fearing negative consequences.

The way tasks are presented to users can bias how users complete a task. In interaction with conversational systems users speak with the system, formulating requests in natural language. If the task description includes example phrases, like “Try saying ‘I want to listen to classical music’” participants may be biased to produce “I want to listen to classical music” rather than alternatives like “Play some songs featuring violins”. Such biased commands are less likely to reflect variability in natural interactions with speech assistants. [56] investigated different methods of presenting tasks and measured how much each method biased speech production. They found that a list-based approach biases speech production the least. Thus we presented tasks with a list-based approach, in order not to bias how participants phrase requests. Tasks were presented in written form as abstract goals, e.g. Goal: Play an artist. In addition we presented participants with a written explanation of the experimental procedure and a brief instruction on how to use Alexa. After giving participants an oral explanation, letting them read through the written explanations and asking if they had any questions, the experimenter left the room.

After participants completed the four tasks they filled out the four questionnaires described in Section 2.2 on a computer. The order in which the questionnaires were presented was randomized. After completing all questionnaires participants were asked to contact the experimenter for the next part of the experiment. The experimenter instructed participants to rank the questionnaires they just had filled out according to how well they represented their user experience while interacting with the speech assistant. To ensure that participants were thinking about the correct questionnaire when they were ranking them, we allowed them to review all of the questionnaires they had just filled in. We explained the concept of user experience to participants using a description of the term that was based on the ISO 9241-210 [10]. After the experimenter explained the ranking task to them, participants were left alone in the room again. Participants entered the ranking in the online survey and were afterwards given the chance to enter reasons for their choice. In
addition, they were given the possibility to provide feedback regarding aspects which were not covered by a specific questionnaire.

The experiment lasted for approximately 30 minutes. Institute policy does not permit to reimburse internal participants monetarily. Thus we offered internal participants sweets as appreciation for their time. External participants were reimbursed for their time with sweets and a monetary compensation of €6, students additionally received credit points for their courses. The course was not run by any of the authors, nor were any of the student participants supervised by the authors.

2.4 Data Analysis

2.4.1 Preprocessing

Scales for negatively phrased items were inverted before calculating questionnaire scores. For the AttrakDiff, the SASSI, and the SUISQ-R the scores for the subscales are the average of the scores of all corresponding items, so that the score for each subscale ranges between 1-7 points. The SUS-score was calculated according to the official scoring procedure described by [4], so that the total score has a range of 0-100 points. For the AttrakDiff and the SASSI questionnaires there appears to be no published procedure for calculating a global score across subscales [14][19][27]. In order to facilitate the comparison of the different questionnaires, the average of the subscale-scores was used as a total score for these. We appreciate the multi-dimensionality of UX and usability and our choice of creating global measures does not presume unidimensionality. In fact, creating global measures, despite multi-dimensionality is common practice in differential psychology (e.g. intelligence tests [46]) and usability research (e.g. SUS [4]) and can be explained with a hierarchical model, that assumes a global measure, e.g. UX, to be made up of multiple factors.

2.4.2 Statistical Analysis

For evaluating face validity, we used a non-parametric Friedman test [12] in order to determine whether there were significant differences between the rankings of the questionnaires. Paired t-tests were used for post-hoc comparisons, correcting for multiple comparisons by the Bonferroni-Holm procedure.

To assess convergent validity, correlations between overall scores for each questionnaire were computed. As a low threshold indicator for construct validity, these should differ significantly from zero and be positive in the case of convergent construct validity.

For evaluating divergent construct validity, pairwise differences between correlation coefficients were tested for significance. AttrakDiff, SASSI, and SUISQ-R were designed to measure UX (or at least the overall quality of the interaction with the system) while the SUS measures usability only. UX is considered to be a broader construct than usability [3]. UX encompasses usability as pragmatic qualities and in addition covers hedonic aspects of human machine interaction [8]. Stronger correlations between UX questionnaires compared to those between the UX questionnaires and the SUS as a usability questionnaire would indicate divergent construct validity. The correlation between AttrakDiff and SASSI (both UX questionnaires) should be higher than the correlation between AttrakDiff and SUS, for example. For significance testing, the difference between the two correlation coefficients is compared against a test statistic. The calculation of the test statistic depends on the number of different questionnaires that are involved in the comparison. For example, if we compare the correlation between AttrakDiff and SASSI with the correlation between AttrakDiff and SUS, the AttrakDiff is involved in both correlation coefficients. In this overlapping case significance testing was based on the procedure described by [32]. In the non-overlapping case, four different questionnaires are involved in the correlation coefficients, e.g. when comparing the correlation between AttrakDiff and SASSI with the correlation between SUISQ-R and SUS. In this case [51]'s procedure [51] was used. It was corrected for multiple comparisons by the Bonferroni-Holm procedure (taking all possible comparisons into account).

Analyses were conducted in R (v. 3.61) [39] using RStudio (v. 1.2.1335) [42] and the packages [5][45][57][59]. Power analyses were conducted using [8][9].

3 Results

3.1 Face Validity Differs Between Questionnaires

We found significant differences between users’ rankings of the four questionnaires (Friedman omnibus test, $\chi^2(3) = 11.25, p = .010$). The post-hoc analysis revealed that on average participants assigned the best rank to SASSI ($M = 1.88, SD = 0.80$), which suggests that they felt this questionnaire represents their UX in interaction with Alexa best (see Figure 1a). Interestingly, SASSI is the longest of the four evaluated questionnaires with 34 items. This may
indicate that participants might have evaluated questionnaires based on their length. However, the second longest metric, AttrakDiff, with 28 items was ranked significantly worse than SASSI ($M = 2.92$, $SD = 1.35$), $t(23) = -2.99$, $p = .007$, corrected $p$-value threshold = .01), which indicates that length alone does not explain differences in ranking. This is supported by the finding that SUS was ranked significantly worse than SASSI also ($M = -2.92$, $SD = 1.02$, $t(23) = -3.50$, $p = .002$, threshold = .008) and SUS was the shortest of the four tested questionnaires, with 10 items. Importantly, we asked participants to make their judgements without regarding the length of questionnaires. None of the other differences were significant. AttrakDiff vs. SUISQ-R ($M = 2.29$, $SD = 0.95$): $t(23) = 1.49, p = .151$, threshold = .025; AttrakDiff vs. SUS: $t(23) = 0.00, p = 1.00$, threshold = .05; SASSI vs. SUISQ-R: $t(23) = -1.48, p = .153$, threshold = .017; SUISQ-R vs. SUS: $t(23) = -2.22, p = .036$, threshold = .013). We observed the largest rank difference between SASSI and AttrakDiff, corresponding to an effect size of $d = 0.61$. With an $\alpha$-level of .05, and effect size of $d = 0.61$, and a sample size of $N = 24$, a post-hoc power analysis indicated a level of power of .82, which is considered a large effect for pairwise comparisons of group differences [52]. SASSI and SUISQ-R show the lowest rank difference, corresponding to an affect size of .30. For this effect size, a post-hoc power analysis revealed a level of of power of .29. To achieve a level of power of .80, 95 participants would be necessary.

Interestingly, ranking distributions of all but one questionnaire are unimodal: only AttrakDiff is an exception with a bimodal distribution (see Figure 1b). The majority of participants ranked AttrakDiff either as the best or the worst representative of their UX with speech assistants, which suggests that AttrakDiff polarized participants’ perceptions.

### 3.2 Participants’ Comments on Questionnaires

Five participants noted that short questionnaires, in particular SUS (10 items), were too short to cover all relevant aspects. Another five comments indicated that SASSI (34 items) was tiring to fill out because of its length. On the other hand, three participants commented that they ranked the SASSI best because it was able to assess all relevant details. The polarizing nature of the AttrakDiff (see Figure 1b) is reflected in participants’ comments. While four participants found it intuitive, another three regarded it as confusing or not clear enough.

Of the 24 participants only three specified missing aspects of the questionnaires. One participant noted that the visual appeal of the hardware was not adequately taken into account by any of the questionnaires. Two other comments mentioned that none of the questionnaires captured whether the assistant understood their requests correctly. Another
participant stated that task accomplishment was not captured by the SUS. Another five participants explicitly stated that they thought there were no missing aspects in any of the questionnaires.

3.3 Questionnaires Show Convergent Validity

![Correlation matrix](image)

Figure 2: Correlation matrix (diagonal and above) and corresponding scatter plots (below diagonal) for the total scores of the questionnaires. Correlation matrix: Values inside circles represent correlation coefficients, the size and color of the circle their magnitude. Asterisks denote correlations that differ significantly from zero, \(*p < 0.05, **p < 0.01, ***p < 0.001\) after correcting for multiple comparisons based on the Bonferroni-Holm procedure. Scatter plots: The solid black line represents predictions of a linear regression. Axes were unified in order to ease readability and only cover the range of observed values. low UX corresponds to a score of 2 on the 7-point Likert scale, high UX to a score of 7.

Each of the four questionnaires that we evaluated is supposed to measure UX or Usability which is closely related. Hence we expect them to correlate positively. If they do so we can take it as an indicator for convergent construct validity. Indeed all of the questionnaires correlate significantly with each other and correlations are positive (see Figure 2). A series of \(t\)-tests were used to assess whether the observed correlations differed significantly from zero. If correlations between questionnaires were not significantly different from zero, this would indicate that independent constructs are measured. However, as all of the metrics are supposed to measure related constructs, we expected positive correlations that are significantly different from zero. Questionnaire scores were treated as having interval scale level. All correlation coefficients differed significantly from zero after adjusting for multiple comparisons by the Bonferroni-Holm procedure.

3.4 Questionnaires Do Not Show Divergent Validity

The questionnaires we evaluated differ in number and types of dimensions and in item content and presentation. Thus what they measure may be different. One way of assessing differences in what metrics measure is pairwise comparison of correlations between questionnaires [6]. Similar questionnaires may exhibit higher correlations than questionnaires that are less similar. Differences in correlations may indicate divergent construct validity.

To assess divergent validity, the pairwise differences between correlation coefficients were tested for significance. Significant differences would be an indication that the questionnaires measure constructs that are at least partially independent. Results of this analysis indicated that there were no significant differences between any of the correlation pairs.
SUS is designed to measure usability, whereas AttrakDiff, SUISQ-R and SASSI are designed to measure UX. Notably usability is considered to be a factor contributing to UX [10]. However, UX is a broader construct and encompasses more than usability [10]. Thus we may expect that UX questionnaires may be more similar to each other than to a usability questionnaire. Concretely, this means that correlations between UX questionnaires may be higher than correlations between UX metrics and the usability questionnaire SUS. To assess this hypothesis the differences just described were tested for significance based on the same tests as described above (including the correction for multiple comparisons). Yet, results of the analysis did not show any significant differences between correlations. It should be noted however, that a post-hoc power analysis indicated sub-optimal levels of power. The largest, non-significant difference we find is between the correlation of AttrakDiff and SASSI ($r = .80$) and the correlation between AttrakDiff and SUS ($r = .61$, see Figure 2). This corresponds to an effect size of Cohen’s $q = .40$ and a power of $.633$ ($\alpha = .05$ and $N = 24$). In order to achieve a level of power of .80, 37 participants would have been necessary. Note, that interpretations of power differ depending on the type of analysis [20]. We compared correlations of dependent data and acceptable power may differ from pairwise comparisons of groups. However, to the best of our knowledge, no established guidelines are published on interpreting power and effect size of correlation comparisons [52,58].

The rank differences presented in Section 3 indicate that participants perceived differences between SASSI and AttrakDiff, as well as SASSI and SUS in their representation of UX. Hence we ask if correlations between these questionnaires is lower than correlations between SASSI and SUISQ-R, which were rated similarly by participants. These differences were also tested for significance according to the procedure described above. There were no significant differences between the correlations in this case as well.

4 Discussion

We found a mismatch between face and construct validity of questionnaires that measure UX in conversational systems. Specifically, we see that users feel that SASSI represents their experience better than other questionnaires, however this is not supported by correlations between questionnaires, which suggests that all investigated questionnaires measure UX to a similar extent. Importantly, the fact that face validity and construct validity diverge is not surprising as this has been observed in other metrics also. In addition, it should be noted that face validity is a relevant construct independent of correlations with construct validity [34]. Face validity represents users’ perception of a metric and high face validity may go with higher acceptance of results by users as well as stakeholders, like managers and developers.

4.1 User Comments on Questionnaires

Some participants commented on the length of SASSI and mentioned it was tiring and boring to fill out. If participants are annoyed by the length of a questionnaire this might affect their mood and judgement of their UX. This may be a particular problem if participants are asked to repeatedly respond to a questionnaire, which would be the case if participants were asked to track their UX over time, or compare the UX of different systems, thus filling out questionnaires repeatedly. After participants completed the questionnaires, we asked them what, if any, factors were not covered by the questionnaires they just saw. Most participants did not name new factors, which may suggests that the evaluated questionnaires sufficiently covered UX with Alexa. However participants may merely have lacked motivation to think about what factors of UX may be missing. Another explanation might be that participants are able to perceive that aspects of their user experience are not covered by questionnaires, but they are not able to put their feeling into words and hence they do not name missing aspects. Thus we can not interpret the lack of response to this question as a reliable sign of completeness of the evaluated questionnaires.

4.2 Constructs of User Experience

Notably, UX is a complex construct [18,26] and contains multiple factors and researchers disagree on which factors make up UX [11,15,16,26]. Metrics that are used for assessing UX with Conversational User Interfaces (CUI) have different assumptions on number and type of factors [24,27]. Potentially UX factors can be used to identify parts of the user experience that require improvement. Our correlation analysis of SASSI, SUISQ-R, SUS and AttrakDiff suggests that each of them positively correlates with each other. This is not surprising, given that these questionnaires are supposed to measure quality of products. However, what may be somewhat surprising is that we find no differences in the degree of correlation between questionnaires. For example [24] suggested that these questionnaires differ in what they measure. Taking [24]’s findings into account as well as differences in the conception of the four evaluated questionnaires, it may surprise some readers that we did not detect differences in correlations. This may be due to a number of factors, including our relatively small sample size, the type of tasks (simple and goal oriented), the lab setting and the tested device (Alexa).
4.3 Limitations and Future Research

One important limitation of our study is that we used only one smart speaker, namely Amazon’s Alexa. Hence our evaluation on UX and usability questionnaires may only be valid for interactions with Alexa. In addition, we asked participants to complete simple tasks, like asking for playing their favorite song. This type of tasks can be categorized as goal-oriented [17] and single task [23]. Other researchers found that other types of tasks, lacking instrumental goals or including multiple sub tasks, may be perceived differently by users [17][23].

Our sample of 24 participants may be too small to uncover significant differences between correlations of questionnaires. Hence our results that the four evaluated questionnaires do not show divergent validity (even though they theoretically measure different constructs), may be due to the small number of participants rather than an actual lack of difference between the evaluated questionnaires. Our power analysis suggests that the largest non-significant difference between correlations has an effect sizes of approximately 0.4. Notably, no established guidelines are published on interpreting effect sizes of correlation comparisons [52][58] and therefore interpretations should be made cautiously. Future research can build on existing efforts to further methods that compare correlations [58]. In addition, we decided to compute global scores for all evaluated questionnaire, in order to facilitate comparison. However, not all questionnaires are designed for computing global scores. SASSI, for instance, was not designed to be used as a global measure. This may explain a possible disconnect between user views over relative coverage of the different instruments and the relative lack of statistical distinction between measures based on global values. Moreover, the fact that correlations between UX questionnaires were indistinguishable from correlations between the usability questionnaire SUS and UX questionnaires, might indicate that for task oriented interactions, usability is a particularly important factor.

We evaluated face and construct validity of four questionnaires, that were evaluated in the past in terms of their suitability to assess UX with conversational user interfaces [24][27]. However, Alexa is a modern type of conversational user interface and none of the evaluated questionnaires was designed to measure UX with Alexa specifically. Hence the evaluated scales may be unsuitable to measure UX with Alexa and other smart speakers. In future research, other questionnaires should be evaluated for testing UX with smart speakers. One candidate is UEQ+ [47], which is modular with currently 16 scales that can be chosen based on the product and use context. These scales include aspects of UX like stimulation, that includes fun, which is not sufficiently covered by other metrics [24]. Other UEQ+-scales like ‘Trust’ may be of interest for speech interfaces in particular also [50]. In addition, research into designing questionnaires specifically for smart speakers is indicated.

Participants in our study filled out four questionnaires after completing the interaction with Alexa. This repeated measures approach to completing questionnaires may be problematic. Subjects may get more annoyed or tired, the more questionnaires they fill out. In order to alleviate potential effects of mood or fatigue on responses we randomized the presentation of questionnaires, so each of the questionnaires was equally likely to be filled out as first, second, third or last. Future research may investigate correlations between scores without repeated measures, as having participants fill out multiple questionnaires may reduce variability in responses and thus increase correlations.

5 Conclusion

For practitioners, who need to choose a questionnaire to measure UX with conversational systems, our work suggests that SUISQ-R provides a good balance between face and construct validity as well as length. SUISQ-R correlates positively with the other tested questionnaires, which indicates that SUISQ-R measures something that is similar to what other UX and usability questionnaires measure. In addition, there is no difference in the degree of correlation between questionnaires, suggesting that the degree of correlation provides no information on which questionnaire to use. Other factors to consider choosing a metric is face validity of the questionnaire. In our study users rated SUISQ-R as having the second highest face validity after SASSI. Notably, there is no significant difference between face validity of SUISQ-R and SASSI, which means that users perceive these two questionnaires to best represent their UX. With 34 items SASSI is more than twice as long than SUISQ-R with 14 items. In summary, our results suggest that SUISQ-R is an apt UX measure, which is perceived as valid and is brief.
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