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Abstract—The objective of human re-identification is to recognize a specific individual on different locations and to determine whether an individual has already appeared. This is especially in multi-camera networks with non-overlapping fields of view of interest. However, this is still an unsolved computer vision task due to several challenges, e.g. significant changes of appearance of humans as well as different illumination, camera parameters etc. In addition, for instance, in surveillance scenarios only low-resolution videos are usually available, so that biometric approaches may not be applied. This paper presents a whole-body appearance-based human re-identification approach for low-resolution videos. We propose a novel appearance model computed from several images of an individual. The model is based on means of covariance descriptors determined by spectral clustering techniques. The proposed approach is tested on a multi-camera data set of a typical surveillance scenario and compared to a color histogram based method.

I. INTRODUCTION

There are several approaches for re-identifying humans in multi-camera networks. Depending on the image resolution of persons, biometric approaches can be applied such as re-identification by face [1], gait [2] or their combination [3], to name but a few. Other approaches use soft biometric features such as skin color, hair color, tattoos or other body decorations, height or width as well as behavioral traits of the individuals [4], [5]. However, if only low-resolution videos are available, these approaches may probably not applicable, for the simple reason that such features cannot be extracted due to the low resolution.

In this paper, we propose a human re-identification method based on the whole-body appearance. Appearance-based techniques perform the re-identification on color or texture information of person’s clothing. Recently, there are several appearance-based approaches, an overview can be found in [6]. The use of local features for human re-identification in low-resolution videos are generally not adequate as persons don’t often show up significant textures. One common suitable approach may be using color histograms which represent the whole-body appearances. Another approach is the use of covariance matrices as image region descriptors which have been proposed by Tuzel et al. [7]. The authors got convincing results for different computer vision tasks especially according to their discriminability (see e.g. [7], [8] and [9]). Two examples for human re-identification methods using covariance descriptors are [10] and [11]. One drawback here is the computation time caused mainly through the high number of necessary comparisons of the covariance descriptors. Furthermore, the grid-based approach is not adequate for low-resolution videos. In our proposed approach, we first build a representative set of means of covariance descriptors representing the whole-body appearance and compare only means with each other instead of comparing all descriptors with each other, which decreases the number of necessary comparisons by approximately factor 1000. Thereby, it is important to get representative and discriminative means that as well as their number are determined by spectral clustering techniques.

Our approach is presented in Section IV, after we treated the basics of the covariance descriptors and their corresponding Riemannian manifold in Section II as well as spectral clustering fundamentals in Section III. Experimental results are shown in Section V before we conclude our contribution.

II. COVARIANCE DESCRIPTORS

Covariance descriptors were introduced by Porikli et al. [7]. A covariance descriptor represents an image region by a covariance matrix of image features. It proposes a natural way of fusing multiple features which might be correlated with each other, where diagonal entries of the covariance matrix represent the variance of each feature and the off-diagonal entries represent the correlations between the features. In other words, a covariance descriptor contains information about spatial and statistical properties of the image region as well as linear correlations between these properties.

As pointed out in [7] there are several advantages of using covariance descriptors:

- Support of scale invariant features/properties
- Invariant to mean changes (e.g. invariant to identical shifting of color values)
- Insensitive to noise
- Efficient fusion of multiple features
• Feature set may be easily extended or modified

Using covariance matrices as descriptors, there is need for non-Euclidean metrics since covariance matrices do not lie in a vector space. For that, the set of positive definite symmetric matrices can be formulated as Riemannian manifold as described in the following sections.

A. Covariance Descriptor Computation

Let \( R_1 \) be an image region. First, for each pixel inside \( R_1 \) features such as color, gradients, filter responses, etc. are computed. Then, \( d \)-dimensional feature vectors are constructed - one for each pixel inside \( R_1 \). For human re-identification we use the \( y \)-coordinates of the image pixels as well as the color values \( R, G \) and \( B \).

Let \( \{ f_i \}_{i=1 \ldots n} \) be a set of feature vectors of the \( W \)-width and \( H \)-height rectangular \( R_1 \) and

\[
f_i = (y, R(x,y), G(x,y), B(x,y))^T
\]

a feature vector at the pixel with the coordinates \( (x,y) \) and \( R(x,y), G(x,y), B(x,y) \) the corresponding color values. The covariance matrix representing \( R_1 \) is then given by

\[
Cov_{R_1} = \frac{1}{WH} \sum_{i=1}^{WH} (f_i - \mu_{R_1})(f_i - \mu_{R_1})^T
\]

where \( \mu_{R_1} \) denotes the mean-vector of \( \{ f_i \}_{i=1 \ldots n} \).

More details about the covariance descriptor computation including an efficient method by using integral images can be found in [12].

B. Space of Positive Definite Covariance Matrices

A covariance matrix contains information about statistical dispersions and linear relationships of random variables. Let

\[
Cov(X_i, X_j) = E[(X_i - E(X_i))(X_j - E(X_j))]
\]

i = 1 \ldots n, j = 1 \ldots n,

the pairwise covariances, the covariance matrix \( \Sigma \) is then given by

\[
\Sigma = \begin{pmatrix}
Cov(X_1, X_1) & \cdots & Cov(X_1, X_n) \\
\vdots & \ddots & \vdots \\
Cov(X_n, X_1) & \cdots & Cov(X_n, X_n)
\end{pmatrix}
\]

The set of positive definite covariance matrices (nonsingular covariance matrices) describes a Riemannian manifold and is denoted by \( Sym^+_n \). A Riemannian manifold or Riemannian space is a topological space that is only locally Euclidean: there is a tangent space at each element of the manifold (in our case at each covariance matrix).

Hence, Euclidean geometry is not appropriate to compare covariance matrices. In past years functions like the trace or determinant of a covariance matrix have been used to measure the similarity. However, these measures are not suitable [13] and hence Foerstner et al. [13] and Pennec et al. [14] deduced invariant Riemannian metrics. These metrics are equivalent, thus it is sufficient to concentrate on Pennec’s:

\[
<y, z>_{\Sigma_i} = trace\left(\Sigma_i^{-\frac{1}{2}}y\Sigma_i^{-\frac{1}{2}}z\Sigma_i^{-\frac{1}{2}}\right),
\]

(5)

\( \Sigma_i \) is a covariance matrix and \( y, z \) are elements of the tangent space at \( \Sigma_i \). \( y, z \) and are computed by a diffeomorphism which maps elements of the tangent spaces into the manifold of covariance matrices. Associated to the Riemannian metric (5) it is defined by the exponential map

\[
exp_{\Sigma_i}(y) = \Sigma_i^{\frac{1}{2}}exp\left(\Sigma_i^{-\frac{1}{2}}y\Sigma_i^{-\frac{1}{2}}\right)\Sigma_i^{\frac{1}{2}}.
\]

(6)

The exponential map is global in \( Sym^+_n \) and thus there is an inverse mapping (logarithmic map) which is uniquely defined everywhere:

\[
log_{\Sigma_i}(\Sigma_j) = \Sigma_i^{\frac{1}{2}}log\left(\Sigma_j^{-\frac{1}{2}}\Sigma_j^{-\frac{1}{2}}\right)\Sigma_i^{\frac{1}{2}}.
\]

(7)

It maps points of the manifold into tangent spaces. Now, by substituting Equation (7) into (5) we get the following equation for Pennec’s metric:

\[
<y, z>_{\Sigma_i} = trace\left(log^2\left((\Sigma_i^{-\frac{1}{2}}\Sigma_j\Sigma_i^{-\frac{1}{2}})\right)\right).
\]

(8)

The exp and log are the ordinary matrix exponential and logarithm operators.

C. Empirical Mean Value

There are several definitions of the (empirical) mean value for a set of measures of the same positive definite symmetric matrix [15]. One applicable mean is the so-called Karcher or Fréchet mean which minimizes the sum of the squared distances between the matrices. According to [15], [16] and [17] this mean exists and is even unique in \( Sym^+_n \), as this manifold has a non-positive curvature [18]. It can be computed by a gradient descent algorithm [15]: matrices are mapped into the tangent space first, where then the Euclidean mean is calculated. Eventually, the mean value of the covariance matrices is given by mapping back the Euclidean mean.

Let \( \Sigma_1 \ldots \Sigma_n \) be a set of \( n \) measures of the positive definite symmetric matrix \( \Sigma_t \), then the new mean \( \Sigma_{t+1} \) of this set is given by

\[
\Sigma_{t+1} = exp_{\Sigma_t} \left( \frac{1}{n} \sum_{i=1}^{n} log_{\Sigma_t} (\Sigma_i) \right).
\]

(9)

An important point using this computation is to determine a good starting point. If there is no \( \Sigma_t \), in general, an
element of $\sum_1 \ldots \sum_n$ can be selected randomly as starting point. If required, the matrices may be weighted differently, for instance, by their distances to the mean value [8].

### III. Spectral Clustering

This section gives a brief overview of the proposed spectral clustering approach used in this contribution (details about well-known spectral clustering algorithms can be found e.g. in [19], [20]). Let $\Sigma_1 \ldots \Sigma_n$ be a set of $n$ covariance descriptors. First, a symmetric adjacency matrix $A = (a_{ij})$ is computed:

$$a_{ij} = a_{ji} = \begin{cases} 1 & \text{if } \Sigma_j \in N_{\Sigma_i} \\ 0 & \text{otherwise} \end{cases}, \quad (10)$$

using the Riemannian Metric $d(\Sigma_i, \Sigma_j)$ as stated in Equation (5) respectively Equation (8) and $\Sigma_j \in N_{\Sigma_i}$ means that $\Sigma_j$ is a neighbor of $\Sigma_i$. There are several methods to determine the neighborhood relationships of data points respectively descriptors. For instance, all descriptors can be connected with each other or the $k$-nearest neighbors of a descriptor can be determined. In addition, the connections can be weighted by the corresponding pairwise similarities or distances of the descriptors regardless of the chosen method. In our approach, we consider a $\epsilon$-neighborhood, where all descriptors whose pairwise distances are smaller than $\epsilon$ are connected without weighting the connections. In our experiments we got the best results with this neighborhood, however, please note that in general - as mentioned in [19] - theoretical results on the question how the choice of the similarity graph influences the spectral clustering result are not known.

Then the normalized graph Laplacian matrix $L_{\text{sym}}$ is computed. It is defined as

$$L_{\text{sym}} = I - D^{\frac{1}{2}} A D^{-\frac{1}{2}} \quad (11)$$

with the identity matrix $I$. $D = (d_{ij})$ denotes a diagonal matrix whose diagonal entry $d_{ii}$ is given by the sum of the $i$th row of $A$.

Properties of the $n \times n$ normalized graph Laplacian matrix $L_{\text{sym}}$, which are relevant within this paper, are listed hereafter (the proof can be found in [19]):

- 0 is an eigenvalue of $L_{\text{sym}}$ with eigenvector $D^{\frac{1}{2}} \mathbf{1}$.
- $L_{\text{sym}}$ is positive semi-definite and have $n$ non-negative real valued eigenvalues $0 = \lambda_1 \leq \cdots \leq \lambda_n$.
- Due to the graph $W$ is undirected and only have non-negative weights, the multiplicity $k$ of the eigenvalue 0 of $L_{\text{sym}}$ equals the number of connected components in the graph.
- W.l.o.g., assuming that the elements of each connected component are ordered according to the component they belong to, then both the adjacency matrix $A$ as well as the Laplacian matrix $L_{\text{sym}}$ have a block diagonal form:

$$L_{\text{sym}} = \begin{pmatrix} L_1 & \cdots & \cdots \\ & L_2 & \\ & & \ddots \\ & & & L_k \end{pmatrix} \quad (12)$$

- The spectrum of $L_{\text{sym}}$ is given by the union of the spectra of $L_i$, and the corresponding eigenvectors of $L_{\text{sym}}$ are the eigenvectors of $L_i$, filled with 0 at the positions of the other blocks.

After computation of the normalized Laplacian matrix, the clustering can be performed. Let $k$ the number of the wanted clusters. In that case, the first $k$ eigenvectors $u_1, \ldots, u_k$ of $L_{\text{sym}}$ are computed and the matrix $T \in \mathbb{R}^{n \times k}$ is formed by the $k$ eigenvectors as columns of $T$. Additionally, the rows of $T$ are normalized to 1. As a final step, the rows of $T$, which represent the input covariance descriptors, are grouped into $k$ clusters (details about the determination of $k$ in our proposed approach is described in the next section). For this, the $k$-means algorithm is typically applied on the rows of $T$. In the context of our proposed approach we run the $k$-means algorithm only on blocks of the Laplacian matrix $L_{\text{sym}}$ with block size equal or greater than $x$ ($x$ corresponds to the minimum number of covariance descriptors wanted for the computation of means). Blocks with a size smaller than $x$ are not considered, so that we got $j \leq k$ clusters - at least one mean of covariance descriptors for every block with the size equal or greater than $x$.

### IV. Re-Identification

In our context, the objective of human re-identification is to recognize a specific person captured by a tracker in a multi-camera network respectively to merge partial trajectories, for instance, caused through gaps in the cameras’ field of views without having any information concerning sensor topology or the like. In other words, we have an image sequence of a connected specific individual’s track and compare this with sequences of other connected tracks in order to determine whether the (partial) trajectories belong to the same individual. Therefore, we present in this section an efficient whole-body appearance-based human re-identification method for low-resolution videos.

The input of our proposed approach are image regions (rectangles) generated from our tracking method. An image region contains exactly one person - image regions containing multiple persons are detected automatically by the tracker and are not considered in the re-identification. Additionally, the persons are segmented in the images by the tracker and the background are blackened (details about the tracker can be found in [21]). The last step before performing the re-identification is the scaling of the images to a fix width and height.

The re-identification procedure is performed by comparing means of covariance descriptors that represent the
whole-body appearance (for every track at least one mean is computed). To this, a set of covariance descriptors $\Sigma = \{\Sigma_1, \ldots, \Sigma_n\}$ - one descriptor for each image region of a sequence - is computed as described in Section II. Then $k$ empirical mean values $\bar{\Sigma}_i, i = 1 \ldots k$ are computed from these descriptors for a sequence as described in Section II-C in accordance with Equation 9.

The number of means $k$ is determined by an eigengap heuristic, where the common goal is to choose the number $k$ such that all eigenvalues $\lambda_1 \ldots \lambda_k$ are very small, but $\lambda_{k+1}$ is relatively large. As in Section III described, in the ideal case of $k$ completely disconnected clusters, the eigenvalue 0 has multiplicity $k$, and then there is a gap to the $(k+1)th$ eigenvalue $\lambda_{k+1} > 0$. If there are no ideal disconnected clusters, we compare the eigenvalue gap to a bias that we empirically determined from our data set.

The result are $k$ means of covariance descriptors for a sequence. This procedure is then done for every sequence. After that, the means representing different sequences are compared pairwise using the geodesic metric as defined by Equation (8). The final decision of “who is who” results directly from these comparisons. In the context of this paper the objective is to get a ranking by the distances of the means of covariance descriptors. Figure 1 gives an overview of the proposed approach.

V. EXPERIMENTAL RESULTS

In this section, the experimental results of our proposed approach is summarized. The camera network is installed in an atrium at a height of 3 meters and consists of 3 IP cameras with a resolution of 4CIF. For the experiments a test data set consisting of 96 connected tracks were considered (16, 25 respectively 55 from each one camera). Each track consists of minimum 10 and up to 1000 images. The image regions containing the individuals are scaled to a width of 64 pixels and a height of 128 pixels. Figure 2 shows some examples of the data set. The low resolution of the persons is the biggest challenge in this data set, so that especially similar appearances - as exemplarily pointed out in the first two rows of the figure - make the re-identification difficult.

Covariance descriptors were computed from the image co-ordinates $y$ and the $R$, $G$, $B$ color values. The $x$-coordinates were excluded from the feature set as they increase the invariance in cases where individuals are seen from different sides.

The re-identification experiments were performed in three cameras, whereby their different fields of view are non-overlapping. Most individuals passed all cameras as well as re-entered one or more same cameras’ field of view after a longer period of time. We evaluated our proposed approach on this data set and compared it to a histogram based multi-shot re-identification procedure, whereby - in both procedures - pre-processing methods such as histogram equalization were deliberately not applied.

The histogram based method uses $RGB$ histograms containing 64 bins for each color channel. For each image of a connected reference track a histogram was computed and the histogram with the smallest chi-square distance of the gallery tracks was determined. The ranking was then directly concluded from the number of track hits (normed to the track length).

In our proposed approach, all means of covariance de-
<table>
<thead>
<tr>
<th>Rank</th>
<th>Histogram approach</th>
<th>Our approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>38.94%</td>
<td>64.56%</td>
</tr>
<tr>
<td>2</td>
<td>47.34%</td>
<td>71.48%</td>
</tr>
<tr>
<td>3</td>
<td>55.06%</td>
<td>76.73%</td>
</tr>
<tr>
<td>4</td>
<td>62.61%</td>
<td>80.13%</td>
</tr>
<tr>
<td>5</td>
<td>64.32%</td>
<td>83.85%</td>
</tr>
</tbody>
</table>

scriptors were computed first. Then for each mean of a reference track the distances to means of the gallery tracks were determined and ranked by their distance with the result that the closest one was put on the first rank. At it, for every gallery track a separate test run was performed, where only one track of the wanted person was kept in the gallery. This procedure avoids random hits in cases there are several tracks or means of one person in the gallery. The same procedure was done if there were several means of covariance descriptors for one track. The results are summarized in Table I that specifies for every rank the percentage of the correct re-identifications.

### VI. Conclusion

We have proposed an appearance-based human re-identification method for low-resolution videos using means of covariance descriptors and spectral clustering techniques. The main contribution is an appearance model based on means of covariance descriptors which significantly decreases the number of comparisons necessary for re-identification. The approach was evaluated on a data set of a representative surveillance scenario and it was shown that it has the capability to outperform color histogram approaches.
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